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1. NATURE AND EXTENT OF THE PROGRAM

M. Tech CSE (Master of Technology in Computer science & engineering) is a 2-year postgraduate
program that focuses on the design, development, and application of computer software and
hardware, The program provides students with a strong foundation in the fundamental principles
of Computer scicnce & engineering.

The nature of the M.Tech CSE program is technical and hands-on. Students leam to write code,
build software applications, and design hardware systems, They also gain knowledge in computer
architecture, algorithms, operating systems, database management, programming languages, and
web technologies.

The extent of the M.Tech CSE program is-vast and covers a wide range of topics, Some of the core
subjects that students study in this program include:

Distributed Computing

Machine leaming

Medical image processing

Advance Software Engincering & Testing

The M.Tech CSE program also includes practical training in the form of internships, projects, and
laboratory sessions, where students can apply their theoretical knowledge to real-world problems.
The program also provides opportunities for students to specialize in various arcas such as artificial
intelligence, cybersecurity, cloud computing, data analytics, and maore,

Overall, the M.Tech CSE program is designed 1o equip students with the knowledge and skills
required to become competent computer professionals who can meet the demands of the indusiry.




I, PROGRAM EDUCATION OBJIECTIVES (PEDs)

After completing (M.Tech in CSE)), students will be able to:

FEO Mo,

Education Objective

PEOI

Professionalism: Postgraduates will be able to function effectively as cthical
and socially responsible professionals in the field of Computer science &

engineering,

FEO2

Technical Skills: Postgraduates will have a strong foundation in the
principles of Computer science & engineering and will be able w apply their

| knowledge to solve u:;mple,‘-'. problems.

PFEO3

Adaptability: Postgraduates will be able to adapt to new and emerging
technologies and will be able to continuously learn and update their skills.

PEOM

Communication  Skills: Postgraduntes will be able to communicatc
effectively and work collaboratively with others, including technical and
non-technical stakeholders.

FEOS

Entreprencurship: Postgraduates will have an entreprencurial mindsct and
will be able to identify and pursue opportunities in the field of Computer

science & engineering.

PEDG

Leadership: Posigraduates will have the ability to take on leadership roles
and work effectively in teams; and will have an understanding of the social,

economic, and environmental impacts of their work.




1. POST GRADUATE ATTRIBUTES

5L No.

Attributes

Deseription

1

Professional / Disciplinary
Knowledge

As a language model, | can provide you with
general information about the professional and
disciplinary knowledge associated with a Master
of Technology (M.Tech) degree in Computer
science & engineering (CSE).

M.Tech in CSE typically covers a broad range of
topics related to computer hardware, software,
algorithms, data structures, and programming
languages.

Technical / Laboratory / practical
skills

M.Tech CSE students need to have a strong
foundation in computer science concepts and
programming languages such as Java, C++,
Python, etc.

In a M.Tech CSE program, laboratory skills may
involve seiting up and configuring computer
systems, installing software, and troubleshooting
hardware and software issues.

Students may also need to work on simulation
projects o design and test new software systems.
M.Tech CSE students need to have practical
skills m software development methedologies
such as Agile, Scrum, and Waterfall,

They need to be able to write code that is well-
documented, modular, and maintainable.

In summary, 4 M.Tech CSE program requires a

combination of technical, lsboratory, and

practical skills. /
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| Communication skills are an essential part of
M. Tech CSE education and can help students
excel in various aspects of their career. M.Tech
CSE  students must  develop  excellent
communication skills to become successtul

software professionals,

Function effectively as an individoal, and as a
member or leader in diverse teams and in multi-
disciplinary settings

Apply cthical principles and commit to
professional ethics and responsibilities and

norms of engincering practice,

Extract information pertinent to  unfamiliar
problems  through literature  survey and
experiments,  apply  appropriste  rescarch
methodologies.  techniques,  and  tools,
design, conduct experiments, analyze and
mterpret data, demonstrate higher order skill and
view things in a broader perspective, contrnbute
individually/in group(s) to the development of
scientifictechnological knowledge in one or

more domains of engineering,

Analyze complex engineering  problems
crtically, apply independent judgment for
synthesizing mformation to make intellectual
and/or creative advances for conducting research
in a wider theoretical, practical and policy

conlext,

3 Commumication Skill

4 Cooperation/Team work

5 Professional ethics

G Reseurch / Innovation-related

Skills

7 Critical thinking and problem
solving

H Retlective thinking

Observe and examine crtically the outcomes of

one’s setions and make corrective measures

2
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| subsequently and leamn ‘from mistakes without
depending on external feedback.

[Information/digital literacy

Think laterally and originally, conceptualize,
and solve engineering problems, evaluate a wide
range of potential solutions for those problems
and armmive ot feasible, optimal solutions after

considering public health and safety, cultural,
societal and environmental factors in the core

areas of expertise.

Multi-cultural competénce

Pussess knowledge and understanding of
group dynamics, recognize opportunities and
| contribute  positively 1o collaborative
multidisciplinary scientific research,
demonstrate a capacity for self-management and
teamwork, decision-making based on open-
mindedness, objectivity, and rational analysis in
order to achieve common goals and further the

learning of themselves as well as others.

Leadership readiness/qualities

Demonstrate knowledge and understanding of
engineering and management principles and
apply the same to one's own work, as a
member and leader in a team, manage projects
efficiently in respective disciplines and
multidisciplinary environmenis after

consideration of economic and financial Tactors,

Lifelong Leaming

Recognize the need for and have the preparation
and ability w engape in life-long leaming
independently, with a high level of enthusiasm

and commitment to improve knowledge and

e

competence conlinuously. \L,_ f,,-”'
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4. QUALIFICATION DESCRIPTORS:
M.Tech in Computer science & engineering (CSE) is an postgraduate program that prepares

students for a career in the field of computer science and technology, Some of the qualification

deseriptors for M. Tech CSE program are:

Technical knowledge: M. Tech CSE postgraduates should have a strong foundation in computer
science concepts and should be familiar with Dara Science with Python, Advanced DBMS, and
other related technologies.

Analytical skills: M.Tech CSE postgraduates should possess strong analytical skills to analyee

and solve complex problems related to computer systems and software applications.

Creativity: M_Tech CSE postgraduates should be able to think creatively to design and develop
innovative software applications, websites, and computer systems.

Teamwork: M.Tech CSE postgraduates should be able to work collaboratively in o team

environment to develop and implement software applications and computer systems,

Communication skills: M.Tech CSE postgraduates should possess excellent communication

skills to articulate technical concepts and ideas to a diverse audience.

Project management skills: M.Tech CSE postgraduates should have project management skills

to plan, organize, and execute software development projects successfully,

Ethical and professional conduct: M. Tech CSE postgraduates should adhere to ethical and
professional conduct in their work and be aware of the impact of technology on society and the

SOVIFOMment,




5. PROGRAM OUTCOME

PO Attribute Competency I
Na. '
PO Engineering Apply the knowledge of mathematics, seience, engineering

Knowledge fundamentals, and an engineering specialization in Computer
science & engineering for the solution of complex

engineering problems.

P02 Problem Analysis | Identify, formulate, review research literature, and analyze
complex Computer science  and engineering problems
reaching substantiated conclusions using first principles of
mathematics, natural scicnces, and engineering sciences,

PO3 | Design/development | Design  solutions for complex Computer science &
of solutions engineering problems and design system components or
processes that meet the specified needs with appropriate
consideration for public health and safety, and the cultural,
societal, and environmental considerations.
PO Conduet Use research-based knuw:ledéc and rescarch methods
Investigations of | including design of experiments, analysis and interpretation
Complex Problems | of data, and synthesis of the information to provide valid

conclusions.
PO5 Modern Tools Create, select, and apply proper procedure, resources, and
Usage current engineering and mechanical tools including prediction

and modelling to complex engimeering activities in Computer

scicnce  and engineering with an understanding of the

limitations.
PO6 | The Engineer and | Apply reasoning inferved by the contextual knowledge to
Society assess societal, health, safety, legal and cultural issues and the

consequent responsibilities relevant to the professional
“"\l engineésring practice,
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PO7 | Environmentand | Understand the impact of professional engincering solutions
Sustainability in societal and environmental contexts, and demonstrate the
knowledge of, and need for sustainable development.
POR Ethics Apply ethical principles and commit o professional ethics
and responsibilities and norms of eagineering practice,
POR Individual and Function effectively as an individual, and as @ member or
Team work leader in diverse teams, and multidisciplinary settings.

. PO10 Communication | Communicate effectively on complex engineering activities
with the engineering community and with socicty at large,
such as, being able to comprehend and write effective reports
and design documentation, make cffective presentations, and
give and receive clear instructions.

POI1 Project Demonstrate knowledge and understanding of the engincering
Management and | and management principles and apply these to one’s own
Finance work, as a member and leader in a team, 10 manage projects
and in multidisciplinary environments,
POIZ | Lifelong Learning | Recognize the need for, and have the preparation and ability |
to engage i independent and life-long learing in the broadest
' context of technological change.
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6. PROGRAM SPECIFIC OUTCOME

PS5O No. Competency

P501 | Postgraduates of the program will be able to design, implement, and maintain
complex software systems using a range of programming languages and tools,

PSO2 | Postgraduates of the program will be able 1o analyze and solve complex problems
in Computer science & engineering using a range of algorithms and data structures.

PS03 Postgraduates of the program will be able to communicate effectively with
technical and non-technical audiences, and work collaboratively in teams 10 solve
complex problems.

PS04 | Postgraduates of the program will be able to demonsirate ethical and professional

behavior, and understand the social and ethical implications of Computer science
& engineering in a global and socistal context.




7. COURSE STRUCTURE

SEMESTER =1
Course Course Title Credit Distribution Marks Distribution
' Code {Hours/Week)
L|T| P | C|1AE]| ESE Total
Data Seience with 3 | i 40 6l 100
Python
Duta Science with i 1] 2 1 20 30 S0
Pyvthon lab
Medical image 3o o] 3| 40 6l) 100
processing
Medical image 0| 0 2 1 20 30 50
processing lab
% Advanced DEMS 0 2 40 6l 104
Advanced DBMS lab 2 20 K11 S
Program elective 3 ) [ 3 40 G0 100
Course - |
Program elective ] 1] 2 1 0 30 50
| Course - 1 Lab
T L Towl | 12| 0 | 8 | 16 | 240 | 360 600
Course for Specialization for Big | 3 0 1] 3 40 ] 10
Data Analvtics
Course for Specialization for Big | 0 0 2 1 20 30 50
Data Analyvtics Lab
- Total | 15 | 0 10 | 20 | 300 450 750

Note - L: Lecture Hour/week, T: Tutorial Hour'week, P: Practical Hour/'week, C: Credits, IAE:

[nternal Assessiment Examination, ESE: End Semester Examination.

SEMESTER - 11

Course

Course Title

| Credit Distribution

{Hours/VWeek)

| Marks Distribution

;y %/\J/ \@\E‘“ (N




L T | P C | IAE _ ESE | Total
Advance Software 3 | 0] 0 | 3] 4 | 60 | 100
Engineering & Testing 1
Advance Software o | o 2 1| 20 30 50
Engincering & Testing
lab E]
Agile Software 3 L) 0 3 40 G 10
Development
' Data Mining 3 0 0 3 | 40 60 100
| Data Mining lab S ERES DS
! Orperational research . i 0 2 40 b 10}
| Program elective 3 [ 0| 0 3] 4 | 60 | 100
Course - 11
: Program elective 1] 0 2 1 20 30 St
‘ Course — 11 Lab |
| Total 14 0 1 17 | 260 | 390 (]
[ Coursefor Specialization for Big | 3 0 0 k. 40 (1] 100
| Data Analytics
Course for Specialization for Big ] 0 2 1 20 30 i)
Data Analytics Lab
Total 17 i B 21 | 320 480 B0
SEMESTER - 111
| Course Course Title Credit Distribution Marks Distribution
Code (HoursWeek)
L T P C | IAE | ESE | Total
Distributed Computing | 3 0| 0 [3] 40 | 60 | 100
Distributed Computing 0 0 2 1 20 3o S0
lat
Al & Soft Computing 3 100




Al & Soft Computing o 0 2 1 20 30 50
lab
Prograin elective 3 o 1] 3 40 &0 100
Course - 111
Program elective 0 0 2 1 20 30 50
Course — ITI Lab
Program elective 3 0 0 3 40 &0 100
. Course - IV
Program elective 3 0 0 | 3| 40 | &0 | 100
Course - 11
Program elective 1] 0 2 1 20 30 &0
Course — 111 Lab
Total | 15 (1] & 19 [ 280 | 420 | 700
Course for Specialization for Big | 3 0 3 40 ) 100
Data Analyvtics
Course for Specialization for Big | 0 1] 2 1 20 30 50
Data Analytics Lab
Total | 18 | 1 10 23 | M40 | 10 | RE0
SEMESTER - LV
Course Course Title Credit Distribution Marks Distribution
Code (Hours/Week)
L T P C | IAE | ESE | Totwl
Dissertation ] 20 | 20| BO | 120 200
Total [0 [ W [e] 80 | 20 | 00 |

VA
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Program Electives pool

Program Program Propram Program Program
Elective Elective Course- | Elective Course- Elective Elective
Course-1 I 1 Course-I'V Course-Y
’ . Wireless Signal
hh;m Hff:;;sr:;m Cloud anc! Fog 2 for I-:I:I"Ii':rﬁrmi it Procesing
Technology Computing Prototynig Networks and and Data
loT Analytics
IoT and Cloud NoS(L Information i ntcﬂ;;t:nce Bigdata
Computing Databages Visualization | Big Data Framewaorks
Mabi Cyber Attacks Knowledge
. Wi :;?E;M Malware Detection and Engineering Digital
. Securlty Analysis Prevention and Intelligent Forensics
Systems Systems
Machine
Bio-Inspired Leaming for | Soft Computing Learning and
Computing Signal Techniques Cryptosystem its
Processing Applications
= I sem 11 sem 111 sem
& Course for Domain Specific
Specialization for Streaming Data Predictive
Big Data Analyties | Machine lcaming Analytics Analytics

Y
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OVERALL CREDIT DISTRIBUTION TABLE FOR CSE
SEMESTER HOURS PER Total Credir Marks Distribution
WEEK

SEMESTER - | RN W 16 240 | 360 | 600
SEMESTER-II | 14 | 0O 6 17 260 | 390 650
SEMESTER - 111 15 | o 19 280 | 420 700
SEMESTER - IV 0 o | 2o 20 20 | 120 200
Total wilve s 43 860 | 1290 2150

Mate < L: Lectuse Hearr, T: Tutorial Hous, P; Practical Hour, TC: Total Credits, LAE: Tntenal Asscssnent Examiration, ESE:
End Sentin Exansnalion,

OVERALL CREDIT DISTRIBUTION TABLE FOR SPECIALIZATION (Big Data Analytics)

SEMESTER HOURS PER Total Credit Marks Distribution
WEEK

SEMESTER - | 15 ] 0 | 10 20 300 | 450 750

SEMESTER-1I | 17 | © | & 21 320 | 480 500

SEMESTER - 111 18 L] 10 23 340 S0 B30

SEMESTER — [V B [ 0 | 20 20 80 120 200

o s0 | o | as 54 'l P | s

Note — L} Lecnsre Hour, T: Tusorial Houwr, P Practical Hoar, TC: Total Credits, TAE: Intermal Assessment Examination, ESE:
End Semester Exumination
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8. SEMESTER-WISE COURSE DETAILS

SEMESTER - |

Course Code

Course Title

Data Science with Python

Drata Science with Python lab

Medical image processing

Medical image processing lab

Advanced DEMS

Advanced DBMS lab

Program Elective Course - [

Micro Systems & Hybrid Technology

1oT and Cloud Computing

Maobile and Wireless Security

Bio-Inspired Computing

l
Course for Specialization for Big Data Analytics

Machine learning

Machine learning lab

b4
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FACULTY OF ENGINEERING AND TECHNOLOGY

. Name of the Department Computer science & engineering
Name of the Program Master of Technology
Course Code
Course Title Data Science with Python
Academic Year 1
Semester |
Number of Credits 3

Course Prerequisite

Student having knowledge aboul python programming

Course Synopsis §

To'provide the students with sufficient knowledge in caleulus and

mairix algebra, this can be used in their respective fields.

Course Oulcomes:
At the end of the course students will be able to:

Col

Identify the need for data seicnce and solve basic problems using Python built-in data types and
their methods

coz

Employ efficient storage and data operations using MumPy arrays,

O3

Apply powerful data manipulations using Pandas.

Co4

Do data preprocessing and visnalization using Pandas,

Mapping of Course Outcomes (COs) to Program Outcomes (POs) & Program Specific Outcomes:

Cios P P © P (o] P | i P PO PO | PO | PSO Ps

O | 02|03 |04 (0506|0708 09| 10 11 12 1 04

L D1 | 3 z | 1 - - - - = - 1 1 1 = .
ENE1 X [T Y X [ [y &l =] % |3 I -
COXY | 3 | 1 1 1 - - - - - | 1 1 -
o T S O T S R I S e e S T 1 -
Al S Trrl A Trlosl = e | 5] =| = | & |1 1 =
rage 5
Course Content:
18



L T (Hours/Week) P (Hours/Week) | Total Hour/Week
{Hours/W
eek)
3 - - 3
Unit Content and Competency
1 I._Explnin Data Science. (C2: Comprehension)
2. Describe Essential Python libraries. (C2: Comprehension)
| 3. Demonstrate Python Introduction- Features, ldentifiers, Reserved words, Indentation,
Comments. (C3: Application)
4. Identify Built-in Data types and their Methods: Strings, List, Tuples, Dictionary, Set - Type
Conversion- Operators. (C1: Knowledge)
5. Define Decision Making- Looping- Loop Control statement Math and Random number.
(Cl: Knowledge) '
6. Nustrate User defined functions - function arguments & its types, (C3: Application)
2 1. Diescribe NumPy Basics: Arrays and Vectorized Computation- The NumPy ndarray-
Creating ndarmays- Data Types for ndarmays. (C2; Comprehension)
2. Implement Arithmetic with NumPy Arrays- Basic Indexing and Slicing - Boolean Indexing-
Transposing Arrays and Swapping Axes. (C6: Evaluation)
3. Define Universal Functions: Fast Element-Wise Amay Functions- Mathematical and
Statistical Methods-Sorting Unigue and Other Set Logic. (C1: Knowledge)
3 |. Desenibe Introduction to pandas Data Structures. (C2: Comprehension)
2. Define Essential Functionality: Dropping. (C1: Knowledge)
3. Summarizing and Computing Descriptive Statistics- Unique Values, Value Counts, and
Membership. (C1: Knowledge)
3. Demonstrate Reading and Writing Daga in Text Format. (C3: Application)
4. Define Concept of Data Visualization. (C1: Knowledge)
3. Explain Libraries for Data Visualization. (C2: Comprehension)
6. Implement Matplotlib in-depth and Seaborn in-depth. (C6é: Evaluation)
] 1. Deseribe Data Cleaning and Preparation, (C2: Comprehension)

NN o s L“‘




2. Explain Data Transformation: Removing Duplicates,Replacing Values, Detecting and
Filtering Outliers. (C2: Comprehension)

3. Explain String Muanipulation, (C2: Comprehension)

4.Define  Machine Learning, Machine Leaming algorithms, Supervised Leaming,
Unsupervised Leaming, Reinforcement Learnin. (C1: Knowledge)

Nate: The course plan included as an arnerure has the details af each unit with the number of
hovirs and mode of delivery and pedagogical approach.

Learning Strategies and Contact Hours

Learning Strategies Contact Hours |
Lecture 32
Practical i
Seminar/Journal Club 2
Small group discussion (SGD) 2

Self-directed learning (SDL) / Tutorial [

Problem Based Learning (PBL) 2
Case/Project Based Learning (CBL) 2
Revision 4
Orthers If any:
Total Number of Contact Hours 45
Assessment Methods: .
" Formative Summative
Multiple Choice Questions (MOQ) Mid Semester Examination 1
Quiz Mid Semester Examination 2
Seminars : University Examination
Problem Based Leaming (PBL) Short Answer Questions (SAQ)
Journal Club Long Answer Question {LAGQ)

Ui \\%ﬂpﬁqufﬂs:&mem ith COs
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Nature of Assessment Col co2 Co3 Co4
Quiz 3 v = v
Assignment / Presentation . v v v
Unit test v v v v
Mid Semester Examination 1 v v v v
Mid Semester Examination 2 v v v v
University Examination a v v v
Feedback Process Student’s Feedback
References: Textbooks:
1. Ragkumar Buyya, Amir Vahid Dastjerdi,” Internet of Things: Principles
and Paradigms™, Elsevier, 2016,
2. K. Chandrasckaran,”" Essentials of Cloud computing”, 2nd Edition,
Chapman and Hall/CRC, 2015,
3. Amita Kapoor, “Hands on Artificial intelligence for JoT™, | st Edition,
Packt Publishing, 2019,
References:
. . John Soldatos, “Building Blocks for IoT Analytics”, River
Publishers 2016,
2. John E. Rossman, “The Amazon way on IoT™, Volume 2, John E.
Rossman publication, 2016.
FACULTY OF ENGINEERING AND TECHNOLOGY
Name of the Department Computer science & engineering
Name of the Program Master of Technology
Course Code
Course Title Data Science with Python Lab
Academic Year I




Semester l
Number of Credits | ]
Course Prerequisite NIL

Course Synopsis Basic statistical analysis and machine leaming methods.
Course Outeomes:

At the end of the course, students will be able ro:

CO1 - Apply data visualization in Data sets.

C0O2 Utilize EDA, inference and regression techniques.

Co3 Apply data pre-processing techniques.

Co4q Apply Basic Machine Learning Algorithms.

Mapping of Course Outcomes (COs) o Program Outcomes (POs)& Program Specilic

Ontcomes:

COs PO |FO (PO (PO PO | PO (PO |FO (PO (PO [PO [PO [PS | PS | P | PS
1 |2 |3 |4 |8 (€ (7 (2 (¢ |w (n |12 |ow |oz |03 |

, 4

col = B0 1% s = 1= 0= ' s s =

coz S T - O el i [ T e o T e R

oy il EEE Ry =l

CO4 EAE e L T I EYE ]

Average | 0. ih. - |- - - - -
2 |75 i e 3 |- 2 30 |20 (1

Course Content:

L (Honrs/Week) T (Hours\Week) P (Hours/Week) Total Hour/Week

1] u 2 2

Unit Content & Competency

| Merging two Data Frames. (C1-C3)

2 Applying funetions to Data Frames. (C1-C4)

3 Deseriptive Statistics in Python, (C1-C4)

4 rE.lI:JI!g and mampulutmg a List and un Ammay, (C1-C3)

N
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s

5 Creating a Data Frame and Matrix-like Operations on a Data Frame, (C1-C3)
(] Reading and writing different types of data sets. (C1-C3)

T Data Visualizations. (C1-C3)

B Correlation and Covanance. (C1-C3)

9 Regression Model. { C1-C3)

10 Simulate Machine Learning Algorithms, (C1-C4)

Note:

Teaching - Learning Strategies and Contact Hours

Teaching - Learning Strategiecs | Contact Hours
Lecture =
Practical 30
Seminar/Journal Club -
Small group discussion (SGDY) 20
Self-directed leaming (SDL) / Tutorial -
Problem Based Leamning (PEL) 10
Case/Project Based Leaming (CBL) =
Revision -
Others If any: -
Total Number of Contact Hours i)
Assessment Methods:
Formative Summative
Multiple Choice Questions (MCQ) Mid Semester Examination 1,2, End term
Viva-voce --

Objective Structured Practical Examination
(OSPE)

University Examination

Quiz

Multiple Choice Questions (MCQ)

Seminars
L1

Multiple Choice Questions (MCQ)




Problem-Based Learming (PBL)

Short Answer Questions (SAQ)

Journal Club

Long Answer Question {LAQ)

Practical Examination & Viva-voce

{CSPE)

Objective Structured Practical Examination

Mapping of Assessment with COs

Nature of Assessnient

COo1 (CO? |CO3

Ci4

Quiz

VIVA

Mﬁignmi:m ! Presentation

Unit test

Practical Log Book/ Record Book

Mid-Semester Examination |

Mid-Semester Examination 2

University Examination

Feedback Process

. Sident’s Feedback

2. Course Exit Survey

Students Feedback is taken through various steps
L. Regular feedback through the Mentor Mentee system.
2. Feedback between the semester through google forms.
3. Course Exit Survey will be taken at the end of the semester.

References:

{List of relerence books)

L John Soldatos, “Building Blocks for IoT Analytics™, River
Publishers, 2016
2. John E. Rossman, "The Amazon way on loT™, Valume 2, John
E. Rossmuan publication, 2016

FACULTY OF ENGINEERING AND TECHNOLOGY

} Name of the Department
b

iz

Computer science & engineering

Nl Ny
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Name of the Program Master of Technology

Course Code

Course Title Medical Image Processing

Academic Year I

Semester |

Number of Credits 3

Course Prerequisite :NIL

Course S}'unpilu Te acquire the student with the techniques of shape
analysis and image.

Course Outcomes:
At the end of the course, students will be able to:

=

CO1 f Comprehend image sampling and DFT.

CoOz2 Apply compression techniques and morphological operations for segmentation,

Co3 Design and develop algorithms to process and visualize images from different
modalities.

Coq Develop algorithms to process and visualize images from different modalities for
diagnostic application.

Mapping of Course Outcomes {(COs) to Program Outcomes {POs)& Program Specific
Outcomes:

CiDs PO PO | PO RO PO PO PO PO PO | PO P | PO | PSOT | PSO | PSOS

|_| z 3 5 [ T 5 ] (11} 11 il r
col T 12 (1 (¢ |3 |- [=|= 1= £ |« |3 |3 - 1
col I Iy Is (&= = 1= = [ 1= 3 I3 - 1
Co3 L[ Y |3 ]=0=1=|= 1} |= [ |5 - 1
o4 Fle (e |5 |3 |- == |= |L - [t I3 - 1
Average | 0. - 1- |- 11 |- 1

z 15 |1 = =

-5 |3 3.0 1

Course Content:
L (Hears'Week) T (Hours/'Week) P (Hours'Week) Total Hour/Week

h‘ﬁ N A

, &«@/\/ v, %




0 |u 3 1

Limit

Content & Competency

| Importance of Image perception. (C1: Knowledge)

2.Understanding the significance of Image model, Image sampling and
quantization in 21 DFT and DCT. {C1; Knowledge)

3. Exploring the Image Enhancement by using Histogram model. (Ci:
Knowledge)

4.Introduction to Image restorution. (C1: Knowledge- C2: Comprehension)
5.Overview of Image degradation model. (C1: Knowledge)

t.Fomiliarization with Wiener filtering, Maximum entropy restoration. (C2:
Comprehension)

T.Understanding of Moise models. (2 Comprehension)

1.Generalize the concept of Image compression, Explain Lossy and lossless

Compression. (C5; Synthesis)

2. Explain the concepts of Predictive technigues - Dilation, Erosion, Open, Close,
Skeleton operations, Top-hat algorithm - Morphology based segmentation, (C2:
Comprehension)

3. Define Image Sepmentation :© Machine Learning based segmentation
algorithms. (C2: Comprehension)

4. Singular Value Decomposition (SVD) - Principal Component Analysis and its
applications, (C1: Knowledge)
3. Explain Support Vector Machine and its applications. , (C2: Comprebension)

6. Independent Component Analysis and its application. (C4: Analysis)

I Ex;::]:mi'n the concepts of lmage Registration - Medical image Fusion,
SPECT/CT, MR/CT, PET/CT, (C2: Comprehension)

2. Recall the purpose and importance of Image visualization - Volume
Reodering, Surface rendering and Maximum  Intensity Projection. (Cl:
Knowledge)

3. Deseribe Shape Analysis and Image Classification: Topological atiributes -
Shape orientation descriptors, Fourier deseriptors. (C2: Comprehension)

4. Dutline the purpose and significance of K means clustering, machine learning,

h;furul Network approaches- Statistical Parametric. (C1; Knowledge)

& Q/;?i “'



i e prineiples of Mapping in Imaging - Regression analysis, (C2:

Cannpreehicnslon b
i

4 [Recall L puyose .;|I1d Applications of Computer Aided Design (CAD). (C1:
L e LT FET
el il prineiples of General Linear Model (GLM) and its application in
tats ol Drin mapping. (C2; Comprehension)
Fotenenize e concept of Group analysis using t-test. (C5; Synthesis)
et and calling Computer Aided Manufacturing (CAM) in Medical
g applicaions, (C2:-Comprehension)
apkan Patiest specitic modelling - Brain Computer Interface (BCI) and its

destions in S euroscience, (C2: Comprehension)

—_—— — = = = T

Teuching Learmiayg Sicutegics wod Contact Hours
==Fraam Lassrning .‘.IJT:.|.I:"_J-|.T = Contact Hours
Lecture i TESI iy 32
e S S

[ Seminar/Joumal I 2
Sl g I'_':-H ) dliserssion (SCH j| o 2
Self-directod lesmine (3D1) / Tiorial |
Problem Beased Lo w{POLy. 2
Case/F ||.'r|-.-l_r:|-_-.!l--.-.| enbig (CHLY 2
| Revision ¥ il 4
[ Others I:'m.}- L 2]

Total NH‘II-.'-I.‘I'TJ. caluet H -I|.|_"\- E 45

Assessrient Metlood
[I.II.JIIIIII'H. = Summative
L]u' In“"lﬁ e ) Mid Semester Examination |

\;QN@/ v U/{'} %(\a/




 Quiz

Mid Semester Examination 2

Mapping of Assessment with COs

Seminars University Examination
Problem Based Learning (PBL) Short Answer Questions {(S5A0)
Journal Club Long Answer Question (LAQ)

Nature of Assessiment COl | €CO2 [Cco3 | cod
| Quiz s R i e P

Viva

Assignment / Presentation v v v v

Unit test v . v v

Practical Log Book/ Record Book =3

Mid-Semester Examination 1 | L v v ¥

Mid-Semester Examination 2 v ¥ v v

University Examination 1 ¥ v v v

Feedback Pracess

I
2.

Student’s Feedback
Course Exit Survey

Students Feedback is taken th ough various steps
I Regular feedback through the Méntor Mentes system
2. Feedback between the semester through goosle forms,
3. Course Exit Survey will be taken at the end of the semester,

References:

| (List of reference books)

] Reiner Salzer, "Biomedical Imaging: Principles and

applications™, 2012, |5t Edition, Wiley, New Jersey

i) Jonathan Wolpaw, Elizabeth Winter, {Eds. ) " Brain-Computer

Interfaces: Principles and Practice”, 2012, 18t Edition, Oxford
University Press, Oxford.,

fiiy  _ Pears, Nick, Liu, Yooghuai, Bunting, Peter {Eds.)*3D

' Imaging, Analysis and Applications”, 2012, 2nd Edition,

! Springet, Berlin
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Ciurse [.'l il
Cowrse Title
Academic Year

Setinesier

[T T !'i_\ 1T [ ET

L bedrmies
COs | D
L ) 1

ST 3

L 2
LA ¥
cod [0

.-1.'H'|:|g|.' ;

L LEHAeesd W sk

i §

Nume of the Dep

MNumber ol Credil

| Course Pr |-'r'+!||'||.| i

Clomgse Unileomivs:

At the e of the ¢

Course Conleut:

Name of the Progy e

=

WJLE]

b

Computer science & engincering

" Moster of Technology

Medical Image Processing Lab

e, stadains will be able e

liend |nage unpling and DFT.

Lo TAioN 1 <l ues and morphological operations for segmentation,

CO1L | Conpr
[ oz Appl
€03 | Desin
ETIRRCACLLL
'Cod | Dewlay

Mhppuing o Cudid

|

win e clap o learitiuns to process and visualize images from different

gorilms . v prowess and visuahize images from different modalities for

iPl

Salesiaes 00s) to Program Outcomes (POs)& Program Specific

PO 0o (PO PO [PD | PO | PD Ps [prs [prs [ ps
p__:i_lh T 8 9 T 11 Ol |2 |03 04
¢ |3 |- |V = 1= |2 |1 F 13 1 -

i ..' - : = i e I I 3 1 l e
i hen = RN T 3 |2 |2 |-
U . R T B R O Bl R [ 5 1F F b=
Li, I. ﬂ. L Lo 3a =
rg |4 _- i 5 2 i 0 20 |1
I (ke W Weekh P {Hours/ Weck) Total Hour/Week

¥

0
q

29

erf
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o i 2 2

Umit Cuontent & Competency

1 Using spatial filters enhance the given noisy image. Compare the performance
of various filters. (C1-C3)

2 Design suitable filters in frequency domain for noise removal from the given
image. (C1-C4)

3 Using region growing algorithm sy aent the gray matter, white matter and CSF
from the given MR brain image. (C'-C4)

4 Extruet the features of interest fro the given CT abdomen images and classify,
(C1-C3)

5 Read the given PET and CT image and register. (C1-C3)

f Fourier Transform a) Diserete Fourier Transform {DFT) b) Fast Fourier
Transform (FFT) {C1-CY)

Note: i

Teaching - Learning Siratcgies and Coatact Hovrs

Teaching - Learning ﬁtr':[ngi;as | i !_L‘.untul Hours
Lecture 2=
Practical 4 30
Seminar/ Journal Club i S
Small group discussion (5GD) | 20
Sclf-directed fearning [SI}LJ { Tutorial -
Problem Based Learning (PBL) T
Case/Project Bascd L.:urni;ng (CBL) -
Revision ' ; =
Others If any: -
Total Number of Contact Hotrs | i)
Assessment Mothods;
Formative \ \ E Sunmative

4% !

b

e 4




_.‘:-l«..l.ll.iFL..ﬁl. e Ll '...-||... ML '_'I_ Mid Semester Examination 1.2, End term

Yiva-vooo T

"Objective Strueticed Practical Eramingtion University Examination
{ISPE)

IQuee ) Multiple Choice Questions (MCQ)

. | Seminars . Multiple Choice Questions (MCQ)

[ Problem-Based 1ot ...._r- I'3L) - Short Answer CQuestions (SAQ)

CJourmal Gtk Long Answer Question (LAGQ)

' Practical Examination & Viva-voce

Objective Structured Practical Examination
(OSPE)

Mupping of Assessnent with Cus

_.‘":i.lil.l-l';r- 1::.1;:\ sl =T - CO1 (CO2 | CO3 | CO4

Qiiz
R v v v v

Assigamrent S Prodiniintion

klnat sl

F|:'I Jctical | _ ITL kil 1| Book v v ¥ v

mlicd-Semessier BESamiliniton |

| Wiid-Seriester Exuminution 2

' Linfversity Exzminodiog

[ Feedbach i'roces: |. Student’s Feedback
2. Course Exit Survey

Students Fi :'.|.'|E I- (Y AT '..J:.-I.i|':'I:|._'|-:||.-I:|-'l|3 sieps

»  Repular Teedbuck through the Mentor Mentee system.

»  Pewdbaeh oetvween the secnester through google forms.
[ = Course Eal Suovey will e wiken ot the end of the semester.
Kilerenves; ol reieionce books)

I easer Salzer, “Biomedical Imaging: Principles and
L \3 2 dophications™, 2012, st Edition, Wiley, New Jersey
Y~

w i
N 1 Qﬂ/@vﬁ/ %y




T

Jonathan Wolpaw, Elizabeth Winter, (Eds.) “Brain-Computer
Interfaces: Principles and Practice™, 2002, 15t Edition, Oxford
University Press, Oxliord.

Pears, Nick, Liu, Yoaghuai, Bunting, Peter (Eds.) “3D
Imaging, Analysis and Applications”, 2012, 2nd Edition,

Springer, Berlin

FACULTY OF ENGINEERING AND TECHNOLOGY

Name of the Department

Computer science & CHZINEEring

Name of the Program Master of Technulugy
Course Code

Course Title Advanced DBMS
Academie Year 1

Semester |

Number of Credits 3

Course Prerequisite

Basic aspects of DEMS.

Course Synopsis

This course gives idea shout basic database management.

Course Ouicomes:

At the end of the course students will be able to

Database Desian,

CO1 | To understand the basic concepts and terminology related to DBMS and Relational

queries, forms, and reports.

COZ | To undersiand udvinced DBMS techniques 1o construct wbles and write effective

€03 | Exposure for students to write complex guerics including full outer joins, self-join, sub

quenes, and set theorelic queries,

CO4 | Understand nbout file organizotion, Query Optimization, Transaction management, and

database administration technigues.

Daleomes:

Mapping of Course Ou cutties (COs) to Program Cutcomes (POs) & Program Specific

ARV A



e
| Hours/

| -

Cos | I
(i
|

co1 |3

o1 (3

o3 |13

cod |3

:'ﬁ."lrw 3

e

Comrse Conleul

o s ro/P [P [PO[PO|PO [PS [PS |PS |PS

Ol tu o L7, O 10 |11 (12 (01|02 |03 |04

2 b - J

T —dE = = 1= 1= 1x B = =k
3 3 f. |= |= |= |= F& [ IE |T |=
2 | T [+ | j=2 = e F+ 13T ks
- Ik = = 15 = E B = e
il B T = P S P T R L T
¥ (Howr Wiek) P (Hours/Week) Total Hour/Week

i Il 3

L l.il-lll- Heomdel L uingpeiency E

THAE T

e, i correctness, (O] Knowledpe)

[

il uod synthesis approaches, (C2; Comprehension)

ol cxternal sorting, file scans. (C1: Knowledge)

tucrntheed vs. pipelined processing. (C2: Comprehension)

vl review of relational database and FDs Implication, (C2:

H1)
i BUNF, (C2: Comprehension)

ol guery processing. (C1: Knowledge)

ssing of joins. (C2: Comprehension)
ey ransformation reles, (C6: Evaluation)
aictions, (C2: Comprehénsion)
! properties. {C2; Comprehension)
Lyelen .::d executions, (C2: Comprehension)

|9’

LA

(b/ %kﬁ/é};




7. Describe schedules, serializabulity. (C2: Comprehension)

3 . Explmn Correctness of interleaved cxceution. {Ci: Comprehension)
Deseribe Locking and managenicnl of locks. (C2; Comprehension)
Describe 2PL. {C2: Comprehension)

Demonstrate deadlocks, (C3: Application)

Define multiple level granularity (O Knowledge)

Define CC on B+ tees. (C1: Keowled oe)

Denonstrate Optimistic CC. (C5 A pplication)

Hoe oA W

4 1. F-f‘xj"rlmn Time stamped. fﬂ:ﬁn;‘x':lm‘]:iiﬂﬂh

2. Implement lock based technigques, (C6 Evaluation)

3. Define Multiversion approaches. (C1: Knowledge)

4. Compurison of CC methods. (('2: Cumprehension)

3. Application of dynamic databases. (C3: Application)
6. Introduction to Failure classilication. (C1: Knowledge)
7. Define recovery algonithm. (Ci: Kiowledgee)

8. Explain XML and relational diabases, (C2: Comprehension)

Note: The eourse plan included as an annexure has the detiils of each unit with the nunsber af
hours and mude of o clivery and pedagogical approach,

Teaching Learning Stratezies and Contact Hours

Lea roing Strategies : Contact Hours .
Lecture - PE
Practical E
SeminarJournal Club 2
Small group discussion (S00) I2
Self-directed leaming (S0L) / Tutorial _i |
Problem Based Leaming (PBL) I 2
T

Case/Project Based Learming (CBL)

Revision

A
N\~

(4 { 54
@V % V; Q\L}\/



Uthers ]I"'.lz;:;
Total Nunﬁm il

Assessment vietliois;

Formative

(Juiz

Semingrs

Journal Club

Mapping of Asse.

iz

Llmit test

Mid Semastor o

University Exan

Heferences:

Viultiple Chuice (e

Froblem Hased 1o

Natare 1]]'1;1:'.:- ;

Asgigmmen: | Pro-
\id Semester

_Fuadhtrk Process

(Y 0 R

wldl

st o r 45
S | Summative |
s (MCO) Mid Semester Examination 1
Mid Semester Examination 2
University Examination
g (PRL) ? Short Answer Questions (SAQ)
b Long Answer Question (LAQ)
Wil il
- col co: |co3 CO4
- v v v v
i N v v v
¥ v v v v
1! "ff 'f 'H" '..r
:l.l. I ¥ ¥ e w
v o o v
Student's Feedback
= i
woslber e, H Korth, S, Sudarshan, Database system concepls,
ehebarnw HilE 2008,
o v lver Lecture notes available as PDF file for classroom use.

F

g
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Hill, 2004,

’ | 2. R Rumakrishnan, J. Gehrke, Databuse Management Systems, McGraw

FACULTY OF ENGINEERING AMD TECHNOLOGY

Name of the Department

Computer Science & Engineering

Name of the Program

Master of Technology

Course Code

Course Title ADBMS Lab
Academic Year % i %
Semester 1 =
Number of Credits I i
Course Prerequisite " NIL i

Course Synopsis

{ and fransucuons,

The aim of this course is o introduce students o the
advanced concepis of database systems, focusing on the
relational alzebrn und data model, query optimization

Course Outcomes:

At the end of the course, students will be able 1o:

DBEMS

ocm Understand, appreciate and effectively ..-'.-x|.~l;.|-.1 the underlying concepts of database
technologies,

Co2 Desiga and implemen: a database scherri lur o given problem-domain, and
Momuualize o database,

co3 Understand the query o database using $()1. DML/DDL commands,

Co4 Declare and enlorce integrity constraints on u dambase using a state-of-the-ar

e

Duitcnmes:

Mapping of Course Outeomes (COs) to Program Outcomes (POs) & Program Specific

COs P |p [P [P
0|0
1 |2

™

2 [P [P [POPOTPO]PO
oo (o |9 [w |11 |12
T |8 | | |

P50

P50 | PSO
2 3

N

42w Y




[Uﬂl Iy c o 13 T = IEF = |3 3 i
coz 5 pabadbsclls gl 3 2 7 Fe g 3 |
| C03 2 T 5l B = S Sl Ee |l sl [ 2 1
ECE b= = 2l s la B
JTEE G b ol b il el (S S S i T I
C Course Contend -
L (Hours/ W ek C(Hours'Week) | P (HoursWeek) Total Hour/Week
= — 2 2

| Content & Comgcleicy

[ Unit il

| lplemensition of BDL commands of SQL with suitable examples : o Create
e e Sy loke @ Drop table {C6: Evaluation)

et of DML commands of SQL with suitable examples o Insert »

s & [lelers (C6: Evaluation)

feotato ot different types of function with suitable examples » Number
it s A dcepale Funotion & Character Function  Conversion Function »

sty Fietigu, O6) Evaluation)

E st al difterent types of operators in SQL ® Anithmetic Operators
ocperas s e Comparisan Operator « Special Operator & Set Chperation.

i Jdifferent types of Joins @ Inner Join » Outer Join o Natural

_..

I"validtion)

fi | ity aid Impicmentation of Group By & having clause » Order by clause »

(00 Evaluntion)
B S e enation of e Sub queries @ Views (C6: Evaluation)
[ 5 = Sl nention of different types of constraints. (C6: Evaluation)

1
IS H/
s §

¢ T Loy




¥ Study & Implementation of Rollbsck, Commit, Save point. ® Creating Database
Table Space  Managing Users: Crvate User, Delete User » Managing roles:-
Cirant, Revoke. (C1: Knowledge)

{1] Study & lmplementation of SOL Trigeers.. (C1; Enowledge)
11 Study & Implementation of PL/SOL {Ch; E#'.u]-uﬂl.inn}
Nuote: IFIJI-':H“}" should add 10 to 15 more prociical

Teaching - Learning Strategies and Contact Hours

Teaching - Learuing Stralesics Contuct Hours
Lecture ! ;
Practical il
Seminar/Jurmal Club 5
Small group :liscur-siumbiﬁﬂ] I 10
Self-directed learning (SDL) ( Tutori: |
Problem Based Learning (PFBL) l Im .
CaseProject Based Lﬂuru'u'ul: (CBL)
Revision : I
Others If any: ) B 72 ri
Total Number of Comact Hours 60
Assessment Methods:
Formative F Summative
Multiple Choice Questions (MCQ) Mig 5o mester Examination 1.2, End term
Viva-voce iy, 4
Objective Structured Practical Examination Umiversity Exammation
(OSPE)
Quiz Multip|c Choice Questions (MCQ)
Seminars Muliiple Choice Questions (MCQ)
Problem-Based Leurning (FBL) - Short Answer Duestions (SAQ)

N~
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Journal Club

—

Mapping of Asse. o
'."-.'u'h.rre il Asses i

LTz
(VIVA

et

[ Unit test

*ractical Lag B

‘~1i|:|—5r:|n-.-;b.-r E:

e —

Ieferencis:

\

vssignment /.

L 'miversity Exar

_[-'E!dllat'k Provias

Long Answer Question (LAQD)
4 P‘mcl;ﬁl Examination & Viva-voce
- Objective Structured Practical Examination
(OSPE)
k] LR
sl < Ccol | Coz [co3 [co4
- v v v v
Tl . W o i ¥
¥ v ¥ v
' Student’s Feedback
HUETH]
vosilberchaiz, Ho Konh, 8. Sudarshan, Database system concepts, 5/e,
wicbiraw Hall ,_”_I'-JE.
v bver Lecwure notes available as PDF file for classroom use.
b, J, Gehirke, Database Management Systems, McGraw

'y

0. s
e




Program Elective Courses-1

FACULTY OF ENGINEERIN (] AND TECHNOLOGY

Name of the Department

Computer scien = & enginesring

Name of the Program

haster of Techi, l-In-_;:.r

Course Code

Coorse Title

Micro Systems & |lybrid Technology

Academic Year

Semesier

MNumber ut:i.':red:'h

3

Course Prerequisiie

| NIL

Course Synopsis

This course is aimed 1o introduce the fundamental congepts of -
MEMS tased sciusors and actuators.

Course Qulcomes:

At the end of the course studonts will be able te:

Col

[dentify amd urderstand the fundamentsl L"L‘ru».:_n_-;-l-.:- hd background of MEMS and Microsystems

co2

Familiar with the basizs of various sensors and ocliiors.

CO3

Recognize and interp et various micrmn;u,-h-il;i-ul-_: 1echniques and design, analysis and

applications of various MEMS devices micromuchining tools and techniques

Co4

Incorporsie simulation and micro-fabrication knowledge for developing various MEMS devices.

Mapping of Course Uutcoiies (COs) to Prograis Uutoomes (POs) & Program Specific Outcomes:

Cos [P [P [ [0 [P TP [P [P [P vn!m'm PSO | PSO | PSO | Ps@
o1 (02 |wiflud |05 06|07 |08 0w |0 (11 [12 |1 2 |3 |o4

co1|3 |1 II e iTaE e N T T Bl 2
o h o e e RS Rl B TS i i i N, T S
oz [1 |- [ r W S Ot ] i S R T 2
Cod | 3 ?|| IE I-l i i'j ] = N B L
Ave [3 [12[05[1 |03 Tastl- (oS (0s {2 [T [T |-

. |5

! o | k

il /\g/




Course Contenl;

L I (o \Wesli)

1 (Hours/Week) Total Hour/Week
{Hlours™
lf'l.']"::|

3 k= 3

[ Ll I Ciment sud Com reteney
(1 [TEspilihthe MENAS aind M wsystems, (C2: Comprehension)
2B b e M sz ztion, (02 Comprehension)
[ 3. R s el or Mo syssems. (C1: Knowledge)
|4 Re e cone i of MEM 5, Typical MEMS and Microsystems products. (C1:

5, &l Cvelilaon ol Alicre fabrication and Applications. (C4: Analysis)

LB |

TTIGE 12 e Chneep: Vaous omais Sl Sl Sotion OF e clectrostatic,
pies ¢, themasl. (C5: Svnthesiz)

2. E Seuiesats wl sensing principles: electrostatic, resistive, chemical etc. SAW

| oV L unprzhension |
A Deliow Mo s umors, (€2 Comprehension)
4.3 i occelerometers. (CH:Evaluation)

[ 5. A e Bienieening Svience for Microsystem design and fabrication, (C4:

1Ex e et o Uhemical Vapor Deposition, Physical vapor Depeosition. (C2:

Ao Bec e parpe s and importance of Epitaxy, Etching, Bulk micromachining, Surface
Mhicronc Db, LIGA and other techniques. (C1: Knowledge)

4.0 b WS o rmero systems applications: Details of application in actual

e - MEMS, MOEMS, future of smart structures and MEMS

s iy \51  Coprehension
b .
T \l/ 7

e




5. Outline the purpose and significance Packaging, test and calibration of MEMS. (C1:
Knowledge) '

4 1. Recull the purpose and basic functions of [hick-film and hybrid technology in sensor

| production. (C1: Knowledge)

4. Explain the principles of Basic mater als, components, manufacturing Screen
manuietuning, {C2: Comprehension ) r

3. Generalize the concept of Screen printing, Parameters, Comparison: thick- vs. thin film
technology Structure dimensions. (C3: Syinlicsis)

4. Define Assembly and packaging Swiface imount technology (SMT) Active and passive

devices (SMD). (U2: Comprehension)
| S.Expluin Standird Connection technojegies, Packaging, (C2: Comprehension) .

Teaching Learning Strategies and Contact Hours

Lcn Am_};lg Strategies i Contact Hours
Lecture ; 32
Practical ¥ . i
Seminar/Journal Club :__'{
Small group disci:sion { SGI) | 2

Selfdirccted leariing (SDL) / Tutorial ]
Prablem Based i._.:'-:LI'Hil'll: {PBL) i

Case/Project Based Ll,'.:l:l'lm'lg (CBL) : .
Revisicn = 53 |

Others If any; 13

Total Number of Contact Hours 45

Assessment Methody:

Formative Simnantive
Multiple Choice Ciregtions (MG | Mid Sersester Examination |

4 %%;\/V

- i
e | . %



|Imiz

[ Journal Club

SEnmnars

L

Mid Semester Examination 2

University Examination

T (PHL) Short Answer Questions (SAQ)

Long Answer Question (LAQ)

Mapping of Assvssoacut with COs

Unittest

_-"'ﬂﬂl-'vll"l‘ al .':!;""."'.II diid Co

[z

Wid Senioster Exanuig

id Semester Fu

Liniversaty £xan

Feedbiich Provoss

Helerences:

———

g ey R R e g e g Ry

Assignment / Prosei

2 Co3 o4

«f & 2] & 4] =
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o ISV S [
« &f ] o <] «

Student's Feedback

] '.II'\. A

K. Ananthosuresh, K J Vinoy, S Gopalakrishnan, KN Bhatt, V K
lres" Moo and smart systems”, 2012, 1st ed., Wiley, New York.
[ai-Ran Hyu, *"MEMS & Microsystem, Design and Manufacture™,

H st e MeGraw Hill India; New Delhi.

chidialicr PO "MIEMS", 2017, 1sted., Tata McGraw Hill, New Delhi
oz Mene, Jurgen Mohr, Oliver Paul, "Microsystem
oy 200 L 2od ed., Wiley, New York.
vl 10 St BUC. and Wang Y. Smant, ‘Material Structures —
wehing. Latination and Control®, 2011, 1st ed., John Wiley & Sons,




e, Kluwer Academic publishers, New York

4, Massood Tabib — Arar, *Mictosctuators — Electrical, Magnetic
Thermal, Optical, Mechanical, Cliemical and Smart structures’, 2014, 1st

FAUULTY OF ENGINEERING AND TECHNOLOGY

Name of the D:FL rtment

Computer scicnce & engincering

Name of the Program Master of Techrology

Course Code 3

Course Title Micro Systems & Hybrid Technology Lab
Academic Year |

Semester T

Number of Credits ]

Course Prerequisite NIL

Course Synopsis

Course Ouicomes:

Understund the concept of various sensors and actuators,

At the end of the course. students will be able w:

ol | Identity and anderstind the fundamental concepts and backeground of MEMS and
| Microsystems
coz Familiar with the basics of various sensors and actuators,
C03 Recopnize and interpret various mltmmi.l.fi;ining techniques and design, analysis and
applicutions af various MEMS devices micromachining tools and techniques
CoO4 Incor srate simulation and miero-fibricaion knowledge for developing various
MEMS devices,

Mapping of Course Ouicomes (COs) to Progrom Gutcomes (POys) & Program Specific

Dutcomes;
cﬂs o T " -ﬁl A 1'4LF Ik 0] Iy | o | G ] Pl L] P58 P50 | PR F5
i ENE R E |3 % v & [3 & |1 : | m | o4
ol s |1.][z2 |- 0 E = e E ek e
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1.3 |25 |30 |20

i Course Content:
= L (Hours/W eek) (e Week) | P (Hours/Week) Total Hour/Week

i 4 2 3
Content & Ium_i-. i) .
Sr. No. ile i

> . | g1 Wi i..'-;.1._'|'i -?.'-r.un_:-.- find sum and average of three numbers. {(C1:

] ] v ICLEE]

Citie w U progrem to find the sum of individual digits of a given positive

S kLl lonowledps)

2 maCp i o senerate the first n terms of the Fibonacci sequence.
Al Lt el FS
file o C program o generate prime numbers from 1 to o, (C1; Knowledge)
. c e s O program 1o check whether given number is Armstrong Number or
= R |..|;__"n_'}|
3 - U prosrim o check whether given number 15 perfect number or not,

M A o T LU TR (IR

e b progman o check whether given number is strong number or not.

wi | ail
AR b i

i . P 1) W ride o C progrim fo find the roots of a quadratic equation. (C1: Knowledge)
it O program to perform arithmetic operations using switch statement.
i awledie]
S [al Writead [FOgIIm h;“”d factonial of a given integer using non-recursive
B I. T:_\ :.:Ll:&ll.-:ul factorial of a given integer using recursive
. g (E  Roowledge
(6 [0t progran o find GED of two integers by using recursive function,
s ot e GOD of two integers using non-recursive function.
s — ~ ik L progroin o find both the largest and smallest number in a list of
s, AL spbwledye)
- 1'-.’.".._

X -
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b} Wrte a C progeam to Sert the Army in an Ascending Order. (C1:
Knowledge)

| ¢} Write a € program to find whether given matrix is symmetric or not. (C1:
Enowledge)

a) Writca C program to perform addition of two matrices. (C1: Knowledge)
b} Write a C program that uses functivns to perform multiplication of two
Mustrices, (C1: Knowledge)

2} Wit a € program to use function (o insert a sub-string in to given main
| string from 2 given position. (C1; Knowledge)
) Write a C program that uses functions to delete n Characters from a given

position in g given string. (C1: Knowledge)

ad Wrate C progrom to count the number of lines, words and characters in a
piven text. (C1: Knowledge)
by Write a U program to find the sum of integer array elements using pointers.

(C1: Knowledge)

4) Write a C program fo Calculate Totul and Percentige marks of a student
using structure. (C1: Knowledec)

Mate:

Teaching - Learning Strategics and Contact Hours

Teaching - Learaing Strategies Contact Hours
Lecture ==
Practical ~ |30
Seminar/Journal Club _! =
Small group discussian (5GD) 20
Self-directed learning (SDL) / Tutorial FE
Problem Based Lcaring (PBL) {1
Case/Project Based ermE(C!ﬂ,‘) ! =
Revision -
Others If any: -
Total Number of Coilac Hours £l

Assessment Methods:

/X/\‘r
%%QF‘%\/
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Formative

Multipte Choice (0

| Jourmal Club

Viva-voce

Ohbjective Structu

| {OSPE)
Quiz

TS
Problem Base |,

Mapping of Assesinu

| Nature of Assess .,

Chuiz

YIVA
Wgnmcnl e
‘Unittest

Practical Log Ho

Mid-Semester F

| Mid-Semester [

University Esanii.

Feedback Proc.:.

' Students l“u..uﬂ.. j

1. Repolur e
2. Feeilbick

Course Exi Sur.

References:

¥

{1 R A |.|| Il'.':;IIII

s (VO] . =

Summative

' Practical Examination & Viva-voce
| University Examination

|-J'ITJ_ —
Lowikh 1C0s
= COl1 [co2 [cO3 |Co4
= v ¥ v g
Book v = v 7
o == v v v v

i LA

U

T

..!.:.. 1.0 the ond of the semester.

dltitisuiesh, K J Vinoy, 5 Gopalakrishnan, KN Bhatt. VK

1
Td LU Rl

_.‘:i-:u-l-:ni’s Feedback

through vanous steps
g the Me ilor Mentee system,
e semester through google forms.

st systems®, 2012, Ist ed,, Wiley, New York.
MEMS & Microsystem, Design and Manufacture™, 2017,
dletraw Ml ndin, Mew Delhi,
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| References:
| 1. Mahalick NP, "MEMS", 2017, st ed., Tata McGraw Hill, New Delhi 2.
| Wolfeang Menz, Jirgen Mobr, Oliver Paul, "Microsystem Technology",
: 20001, 2nd ed., Wiley, New York.
3, Boanks H.T, Smuth R.C. and Wine Y.Smart, *Material Structures -
Modeling, Estimation and Control’, 2011, Ist ed., Tohn Wiley & Sons,
MewYork,

| 4. Mussom) Tabib - Arar, ‘Microaciuators — Electrical, Magnetic Thermal,
Optical, Mechanical, Chemicul and Smart structures®, 2014, 15t ed., Kluwer
| Academie publishers, New York

FACULTY OF ENGINEERING AND TECHNOLOGY

Name of the Departinent Computer scicnce & engineering

Name of the Progoam Master of Technology

Course Code == i

Course Title “ToT and Claud tTumputi.ng

Academic Yeuar |

Semester I

Number of Credits 3

Course Prerequisite | NIL

Course Synopsis This course 15 nimed to provides an overview of the Intemet of
Things (laT}) and Cloud Computing concepts, infrastructures nn:.'
capabilitics

Course Ouicomes:
Al the end of the course students will be able to;

Understand sensors and communication protocols to use in a particular IoT system.

CO1
CO2 | Deploy Cluud Services u sing different cloud L.....mn]ugu:&

CO3 | Implement cloud -:umpull.lh_ elements such vartul machmes, web apps, mobile services, etc.

Implement security features Lo p[u‘lﬂ:t datz :.luj-_u in the cloud.
} - %

%,/



Mapping vl
Coz | P
o1
col |3
(o2 |3
Co3 |
Cid | 3
Ave |3
rage
SN

L
{Hours WV
cek)

3

Unit '

1

ok

(i

Course lﬁ‘;u'uE: ;

‘*.II

Cour s (Cls) o Crogram Outcomes (POs) & Program Specific Outcomes:
|r b0 p [P PO [PO [PO [PSO | PSO | PSO | PS

(VR AL UG 0T O8O0 (10 (11 |12 (1 2 3 04
I S Y O B R e IR O T s

) 1 - = = - - - 1 1 1 =

| . [ - E. il - - 1 1 1 =

: 2 e B I (I I

1.2 05| | 07| |05 [05 [0 [1 N

| = |=

5 5

P Week) | P (Hours'Week) Total Hour/Week

: B 3

Lol Lk A .u|||.|-.-1|_|:|.:|'._ i

LE eids al Ly _.:r.uling_ (C2: Comprehension)

= I irodlucton ol loT. {CL Knowledge)

o '-l.'l.'-:l._:'- of 1T, (C5: S-}"Ilf]'ﬂ.‘:si&l}

2.} T Archireciures, {C2: Comprehension)

1 Lrevices and Sensors, (C2; Comprehension)

A = bl eonunlcation and protocols, (C4: Analysis)
W e com epts af Cloud Computing Fundamentals. {C2: Comprehension)
i | 4 | Pl il J.:-I-'I.llhlllf-'ﬂ ufcjg‘“’d cﬂl.'l.'lpl.llil'.lﬂ Mﬁﬂﬂﬁ:‘tm. {CI: KHDWIMEE}
I vatted Py and Services, (C2: Comprehension)
b urpase and sipnificance clﬂ“immliutiunandﬂmuumh{anqmnm. (Cl:

et busie funetions of ToT and cloud integration, (C1: Knowledge)

\\}\‘___,..H" 44
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2. Expluain Application development and ¢loud processing, (C2: Comprehension)
3 Generalize the concept of Security and Privacy for IoT/Cloud Computing, (C5:
Svnthesiz)

——— g

SRS

Teaching Learning Strategies and Contact Howrs

" Len rring Slru;ﬁgies Contact Hours

Teche =

Practical

SeminarJourmal Cluls

Small group discussion (SGD)

Self-directed lecarning (SDL) / Turorial

CaseProject Based Learming (CEL)

Z
F
1
Problem Based Learning (PBL.) 2
2
4

Revision

Oithers If any:

Total Maomber of Contact Hours |- 45

Assessment Moethods:

Formative Sunative

Multiple Choice Questions {MCQ) | Mid Semester Examination |
Quiz Mid Semester Examination 2
Seminars T University Examination
Problem Based Leaming (PBL Shor! Answer Questions {SAQ)
Journal Club Long Answer Question {LAG)

Mapping of Assessment with CUs

Nature of Assessoien ol 02 O3 Lo

" \

[E F
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Quiz

Assignment | Pre

University Exun

st test

"n'i_ll:‘] Semesier Ero
Mid Semester Ea

Feedback Proces

References:

- =

. b=

Numbér ol Cred

Semester

Name l]l'tlnm.:p. cliesd
Name of the Pro '

Course t.fm.l.e_

Course Title

Academic Yeur

Course Preceagun

Course H}';hllibl-‘\-

Course Ouicoin:

Al the end of'th

— i _

COl [ Unc

¥ v v v —|
¥ v v v
B ¥ v v
1 v v v v
g v v v v
- T# 7 v v
= | Student's Feedback

it A, e Donato W, Persico V, Pescapé A, “Integration of Cloud

whing and inleruct of Things: A survey™, 2015

LTY UF ENCINEERING AND TECHNOLOGY

=Wl utnputer science & engineering

' aster of Technology

1o and Cloud Computing Lab

I'NIL
| This course is aimed to provides an overview of the

dierivet of Things (IoT) and Cloud Computing concepts,

\nirastructures and capabilities.

tudents will be ableto

Bisard med gy

nueicntion protocols to use in a particular loT system.

o Services wsing different cloud technologies,

wid cotputing elementy such viral machines, web apps, mobile

-_\J‘-f 51 zﬂl
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=
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Cid [I:'I'II.T[-L'.I-L'ltl'Lt Scourity 1":utu.rc5 to protect dat stored in the clond.
Mapping of Course Qutcomes (COs) to Program Outcomes (POs) & Program Specific
- Outcomes:
m PO (1] P 1" 1" (R i (gt Py Py i 1] PEG 5Ly | FS P&
| .'_ i 4 i [ 7 [ * 1] ] 12 ] a LVE] 4
Eﬂi:zz-mlt-_*--F - 1 O
coz 311-|-_i1-'--'1l3:-'
Cco3 F AT I fe e = 1= 1= 21X B olE |- =
e B rlirlw el === [0t 0 Ix |-
Avera { Kk |- = . 5 e 2
et o8 B SU EE PR 13" |30 |20]®
e = 5 | 5
Course Content:
& L (Hours/Week) T (Hours"Week ) | P (Hlours/Week) Total Hour/Week
Content & Compeiency
Sr. No. Title
1 Lstallation of Kaspbian 08 or Ubuntu ARM OS on o Rasberry Pi Platform (CI:
Fnowledge)
2 seiting the networking parametens for Raspbian OS like Ethernet, WLAN,
Gluetooth, et (C1: Knowledge)
3 Enabling Security or SELinux in Raspbian 08 or Ubuntu 05 (C1: Knowledge)
= 4 | Accessing TEM Bluemix from [oT Devices (C1: Knowledge)
3 Uit wisualization using d3,js or any other tool. (C1; Knowledpe)
f _J Contiki O8 Installation and Sumple 10T network configuration using Contiki.
7 lplementation of CoAP protocol using Contiki 0S. (C1: Knowledge)
I
8 nergy, power. duty eyele calculation of IoT devices in Contiki OS, (Cl:
Fiwowladee)

52
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= |

] pplication deplovment in Google Cloud Engine or Juju Framework.
Tl v o)

10 = aplication dep :y.m:.'m with PubNub cloud services. (C1: Knowledge)

Nuote: = P

Teaching - Leury

| ..u:gil."\-: ane Contaec! Hours

mm'. HTEA T me-gic._ Y Contact Hours
Lecture =

Practical P ey 30

Seminar/ ol | o =
Imm.ﬁ.x.. Gy 20
qu e LY Tutorinl =
mn:‘ :'FE._: S 10
m;ﬁhi g '.;,-_1"; HLY -

Revision L =
m:.'}.;_ . == -
m{mﬁ-' Howrs [ a0

Assessment Mol

| Formative O _ Summative
Tlljpﬁh-.;u- - (MUQ) =

Viva-voce il Practical Examination & Viva-voce
‘Objective 51 - tieal Exminanon | University Examination
{OSPE)

| Quiz e =
| Seminars i I

Problem B.scd | PBL) -

Jobrwl Club T =

] with Cids
\5 Ve o

" g
% E-

L}

R

T b f T ) =




Nature of Assessiient col | CO2 [CO3 |CO4

Quiz

VIVA YT [ v v ¥ v
Assignment / Presentution

Unit test

Practical Log Book/ Record Bock ¥ v v ¥

Mid-Semester Exumonation |

Mid—E:m&:ﬂ.ﬂt‘Ex:u I.-I'i-tlil_li‘jli.llt ¥

University Examination v v W v

Feedback Process Studen; s Feedbuck

Students Fecdback i takoen throush various Jeps
1, Repular feedback through the Meniof Mentee syvstem.
2, Feedback botwsen the senvester lllmrjg,h poogle forms.
Course Exit Survey will be taken at the end M the semester,

LR —

References: | Botta A, De Donato W, jnl-.u"ii Pescapé A, “Integration of Cloud

[ computing and Internet 1:rfTI1mgs: A suryey”, 2015

FACULTY OF ENGINEERING AND TECHNOLOGY

Name of the Department Computer science & engineering

Name of the Program Master of Technology

Course Code == .

Course Title Mobile and Wireless Security

Academic Year i

Semester - 1

Number of Credits 3

Course Prerequisine MNIL

Course Synopsis This course is gined 1o Identify and snalvze various the security
Tragsues i wirgless mobile communication.

Course Dhitcoimes:

2 20T



C0d .' Implemen
Mapping ol Coui

Cos [P P

o1 | 02
conls [ |
cozli ||
cosls |1
cosla |1
Ave [ 3 'J
rage

L{_"nursr Content:
| Hours/ W
cek)

3 2V
| Unit '

] B

[ Atthe end ol the

COY | [dennify i
CO2 | Analvee th
[ CO3 | Selectan o

[ T pE

L J?I..

'I-":.ul.

R

*alibclenis vl

vt of seauriny sl iur'mus issues at wireless and mobile network.

19 B W

4 Wicelens i iranment including device, networks and servers,

ute solution for securiy and Justify and demonstrate the usage of preventive

AR L b HTE T (R

SO sellon Tor various environment in wireless network.

deaimes (CUS) I:'r:p, ram Outcomes (POs) & Program Specific Outcomes:

P [ v Tr [P [PO PO |PO | PSO | FSO | PSO | PS
OS5 06 DT (O O9100 (11 (12 |1 2 3 04

| - | - - = = - 1 1 1 1 =
[ il P - i | 1 =
= | ). 2 2 5 2 1 i 1 =
= AP I b I 1 :
RIS | 1er(= |e5 (o5 [ 1 1 =
| 5
\Week) | P (Hours'Week) Total HourWeek

|

|
" . 3

il Compoleney

s Mobile Comunication History. {C2: Comprehension)

i Beewnly Wired Vs Wireless, Security Issues in Wireless and Mobile
-ttons Seeurity ol Device, (C2; Comprehension)
bk aml Server Levels:s, (C1: Knowledge)
veeamee o Mobile Devices Security Requirements. (C1: Knowledge)
netwink level Security and Server Level Security, (C4:

L: AR

i'.'L'Iui'." ¥ o 1

.| Security in Wireless Networks. {C4: Analysis)

Pyttt |




| 7.Destzn and implensentation WLANs, Wircless Threats,. {C5: Synthesis)
#.Discribe Security for 2G Wi-Fi Applications. (C2: Comprehension)
9. Recent Security Schemes for Wi-Fi Applications. (C2: Comprehension)

2 1.Generalize the concept of Generationa of Cellular Networks. (CS: Synthesis)

2. Explain the concepts of Security Issucs ond attacks in cellular networks, (C2:
Camprehension)

3. Define GSM, GPRS and UMTS security for applications. (C2: Comprehension)
4. Anulyze the 3G secunty for applications. (C4: Analvsis)

3 1. Explain the concepts of MANETs, applicutions of MANETs, MANET Features,

Security Challenges in MANETS, Secvdty Attacks on MANETS. (C2: Comprehension)

2. Recull the purpose and importance «f Application Level Security in Ubiguitous

| Metworks: Ubiguitous Computing, Nead fur Novel Security Schemes for UC, Security .
Challenges tor UC, (C1: Knowledze)

4 |. Recall the purpose and tasic functions of Heterogencous Wireless network architecture,
Heteropeneous netw ork ag alicition in disasier managenvent, Security problems-and

| solutions in heterogeneous v ireless networks. (C1: Knowledge)

2. Explain the principles of Wireless Sensor Network Security: Attacks on wircless sensor
networks gnd counter meisures: (C2: Comprehension)

3. Generalize the concept of Prevention mechanisms: authentication and waffic protection

centrilized pid passive mlruder detection decentralized intrusion detection, (C5: Synthesis)

Teaching Learning Strateeics aud Contact Hours

Loenrning Sim:cg_i;s ' Contact Hours
Lecture " LE
Practical i
Semimar Journul Club B

Small group discussion I.:';.'ia.l.}T
Self-directed learning (SDL) / "I'umrial K

b

N
%@% Y Flw



| Problem Based L

| Case/Project Bas: | |

Revision
| Others If ony:
:. Total Muml weral

| ————

Assessment Netlo oo

Formuutive

I ]

Quiz

Seminars

Problem Busad L.

Journal Club

Mapping ol sses

Nature of \asess
Oz T,
Assigumerfn Pre

Uinit test

Mid Semester Ex

[ Bid Semestor Exo

University I v

Feedback Proce:

| References;

i (PRL) 2
Ll Eﬁﬁ HE) 2
; 4
niuct Houss. 45
8
LIRS ] | Summative
s (MO Mid Semester Examination 1
Mid Semester Examination 2
= a Liniversity Examination
Gnbug (PBL) Short Answer Questions (SAQ)
=== Long Answer Question (LAQ)
poveceh il €00k
e e oz |[C0o3 | COo4
N - R ¥ v ¥ ¥
T v v v v
1 P v v v v
e v v v v
ticion 2 i | of v v v
B = = v v v v
e o i'smd*m Feedback
C 1 Pallog Venk e, Satish Babu, Wireless and Mobile Network
Secucty, Flsl Edition, Tata MeCGraw Hill, 2000,




2. Hakina Chaouchi, Maryline Laurent-Maknavicius, Wireless and
Mobile Network Security Security Basics, Security in On-the-shelf and
Emerging Technologics, Wiley, 2009

4. Tara M. Swaminnthan and Charles B. Eldon, Wircless Secarity and
Privicy- Best Practices and Design Techniques, Addison Wesley, 2002.

FACULTY OF ENGINEERING AND TECHNOLOGY

securily issues in wireless mobile communication,

Name of the Depiartment | Computer seiviee & engineering

Name of the Progeam Master of Teenology

Course Code

Course Title Ntobile and Wireless Security Lab

Academic Year + 1

Semester ] C

Number of Credins 1}

Course Prerequisite MIL L

Course Synopsis [his course is aimed to [deniify and analyze various the

Course Oulcomes:
Al the end of the course, students will be able to:

col Identily the requirement of security and vurious issues at wireless and mobile
nErwori,

col Analyze the threals in wircléss environment ingluding device, networks and servers.

Co3 Select an appropriaie solution for security and Justify and demonstrate the usage of
preveniive measures and countermeasunes.

CO4 [mpleient the security selution for various covironment in wireless network.

Mapping of Course Outeomes (COs) to Program Outcomes (POs) & Program Specific

Oubcomes:

COs Plr [P [P P[P P P |FO[PO|[PO|PO|PS |PS|PS|PS
0|0 (0|0 |O0|o|lo|o |y |10 |1 |12 |on|lozlo o
I 3 [+ |5 |6 (7 |g | | 3 [4

s

2
‘\H‘

} o
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Averige EX

Course Conteni:
| L {(Hours™W cel)

i

Content & o

Sr. Nu.

14

14

-I.'.n._h

-|||.|.E

g - T

o ledye)

planentatic

1 Lo

[ TR

florm-the pn

e (1K

[Py o T 7 5

Lwree - Deiw

il sure Wi

VL WICEE R

o Tt e

R G, h-'-'i'i'u'lu.'] I (Hours/'Week)

245 i bt | B - S - A S S
v | e [ - 2 13 3 2 |= (=
- o i N I 3 3 1 |- |[=
| = S (= Sl £ Y - SR = S - B L
Lol |- - - - 0 |-
L | 13 |25 |30 |20 5

Total Hour/Week

2 2

femaeninien of Security algorithm for Wireless networks, (C1:

F Segieity pmacul for mobile network. (C1: Knowledge)

| sections of mohile phone.(such as ringer section, dialer
et and transmitter section) (C1: Knowledgs)

e ol call cannection and call release of cellular Mobhile

[FRSH RS R

v o mnd video file using Bluetooth protocel with varying
11 TwWi ieviees .'||'|I;! Bﬂa.lmﬂ‘e Pﬂfﬂmcﬂ. [.CI; Km]ﬁi_gﬂ}

et in mobile devices using mobile tethering to connect
s mubiie phone to mobile phone, mobile phone to laptop.

el

RFID technology for real life applications usmg RFID kit. (C1:

iedge |

alsh seamie

fedra)

1[4 i fn

LW

TR S

3 W 'r'.'ll.';"i:unnﬂetivit}' using multiple access point, (C1:

- upphiention for wireless technology using any wizards such as
v pieeon or any other. (C1: Knowledge)




10 Simulate the line coding techniques u.ci-ng MATLAB and Simulink. (C1:
Koowledgy)

Mote:

Teaching - Learning Strategies and Contact Hours

T

Teaching - Learning Strategics | Contact Hours
Lecture e
Practical £
Semninar/Journal Club o
Small group discussion (SGD) 20
Self-directed learning (SDL) / Tutorial %
Problem Based Learning (PBL) [ 10
Case/Project Base Learning (1L} -
Revision =
Chthers If any: ' =3
Total Number ol Contact Hours i o

Assessment Methods:

Formative | Swnmiative

Multiple Choice Cluestions :Ml-_'u'}_ --

Viva-voce Practicil Examination & Viva-voce
Objective Structured Practical Examination Univessity Examination

(OSPE)

o = — —

Seminars ax

Problem Based Le:iming (PEL) _ --

Journal Cleb -

»é/ x . K b ow P



i

| Nature of Assessocnl col |co2 [co3 |cod

Quiz o

| VIVA : i v v v v

i

i Assignment | Pre

| Linit test

—— —_

Record Book v v ¥ ¥

-

Practical Loy B

hﬂd-ﬂ:m:ﬁ:-ﬁ'-. iriion |

Mid-Semesior o imaiion 2

University Exau oo v v v v

T — i

I Feedback Fiwees T Student's: Feadback

| Students Feeubiol & tuken throush various steps
1. Regular tevcback through the Mentor Mentee system.
2. Feedbock |opweon the seoncster tirough google furms.
| Course Exit Sul vill be taken o the cnd of the semvester.

Heferences: Fallign Venboiuram, Satish Baba, Wireless and Mobils Network Security,
Fiesgt Fudilion. Tote MeCraw Hill, 2010,
Hakivor Chaouch, Maryvline Lagrent-Maknavicius, Wireless and Mobile
Pt L Seely Security Basics, Security in On-the-shelf and Emerging
Fechmilugies, Wiley, 2008
! o Fam L Swiniathan anid Charles R. Eldon, Wireless Security and
Frivacy- Bea Meactices and Design Techniques, Addison Wesley, 2002,

—

VCULTY UF | NGINEERING AND TECHNOLOGY

-"I;I:l'lll of the Dreqian et . LoaimipLitier sCietice & cIIEI'.IIEEI'i.IIE

Name of the Frooe !_.'-.:I.--L-.'L-_'-'.- of Technology

Conrse Coude

Course Title

e Inspired Computing

a« ¥k




Number of Credils E
Course I"run.'q;ir-in: | " |NIL -
Course Synopsis An introduction to self-adapting methods also called artificial
i intelligence or muchine leaming, Schemes for classification,
search and optimization based on bio-inspired mechanisms are
introduced. This includes evolutionary computation, artificial
newrnl networks and more specialized approaches like e.g. swanm
intelhgence and anificial immune systems. Further, an overview
of alternmtive wraditional methods will also be included.
Course Outcomes:
At the end of the course studenis will be abl: te:
CO1 | Understand basie concepts uf'q:vulufi:;nm'_l.-' .'ngE.:;..luu. .
CO2 | Undersinnd the basic featvres of newral and immune systems and able to build the neural model.
. CO3 | Explain hew complex and functional high-fevel phenomena can emerge from low-level
interactions
CO4 | Implement simple bio-inspired algoritims Iil-:chg«.'m:iic and Particle Swarm Optimization.
Mapping of Course Qutcomes :L‘.ﬁi;ﬁ Fn:{ugru m Quicomes (POs) & Program Specific Outcomes:
Cos [P ([P [ O B O A B P PO | PO PO | PSO | PSO | PSO | PS
m:m 03|04 05 0607 08 09 10 (11 II?. 1 2 3 o4
CO1 |3 il 1__1_i- B [t I FINE E3ilE t IE |z
cmji"_'ji""'i'lll'.
CDJ-;!III-il-I---H-i-III-
v Cﬂl.‘!illjllil--:{- R N L
Ave |3 |1Z|05 |1 |03 7= [os a5 [T [T [T |-
me| b5 | | | P I8 |
Course Content:
T | Tiiours/Weel) P (Hours/Week) Total HourWeek
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Lo Comipy fii

w1 volutionaey alusthim, components of evolutionary algorithm representation

Colmelivadoads), ©valustion fanction (Fitness function), (C2:; Comprehension)
e Populiion. parent selection Mechanism, Variation Operators, Survivor
i heechamsn (Replcement), Initialization, Termination Condition, (C2:

ligcsion)

demey algoriim case study Cellular systems, cellular automata, modeling with
emis, athor celiulr svstems, computation with cellular systems, (Cl:

Clie coneept of wrilicial lite: analysis and synthesis of cellular systems. (C1:

e the concejn of Iﬁ-lu;ical nervous systems, artificial neural networks, neuron
tehiteetare, sl eneoding  synaptic plasticity. (C5: Synthesis)
e coneepts of nnsupervised leaming, supervised leaming, reinforcement
D Coinprelieiiaian)
cootution of pewo networks, hybrid neural systems, case study Rewriting
idbesis of developomental system, evolutionary rewriting systems. (C2:
LRI
e eyalutionary developmental programs, biological immune systems, lessons
oL bee svstenis, algorithms and applications, shape space, negative selection

peds Amalveis)

L e eoneep s ol [ichavier is cognitive science, behavior in Al behavior based
prologieal inspiron far robots, robots as biological models, robot leaming. (C2:
aon) .
L purpose sl nnponanee of evolution of behavioral systems, learning in
Caystetns, co-evolition of body and control, towards self-reproduction,

wnd Heality (U1 Knowledge)

. o,




' 3. Describe Representation of Individuals, Mutation, Recombination, Population Models,
Parent Selection, Survivor Selection, Example Application: Solving a Job Shop Scheduling
Problem. (C2: Comprehension)

I. Recull the pwrposze and basic functions u-l']:tjulugicn_l?clfﬂrgaﬂizatim, Particle Swarm
Optiiization (PSO)ant colony optimization { ACO), swarm robotics, co-evolutionary
dynuniies, artificlal evolution of competing systems, artificial evolution of cooperation.
(C1: Knowledge)

2. Explain the prineiples of Introduction to Local Search, Structure of @ Memetic
Algorithim, Heuristic or Intelligent Initializanion, (C2: Comprehension)

3. Generalize the concept of Hybridization within Variation Operators: Intelligent
Crossover and Mutation, Local Search Acting on the output from Variation Operators.
(C5: Svnthigsis)

4. Explain Hybridization During the Genoty pe to Phenotype Mapping, Design lssues for

Memene Algorithins. (C2: Comprehension )

Teaching Learning Strategies nud Contact Hours

I-;-urning Slr:il-.-gins Contact Hours
Lecture | 3
Practical '
Seminur/Journal Club i 2
Small group discussion (SGD) W
Self-directed learning {EE'L}',ZW'NWJ'“] : i .
Problem Based L coming (PBL) z
Case/Project Base Learming (CBL) |2
Revision hl L
Others If any: I
Total Number of Contact Hours 45

Assessment Methods:

Y

b

" v
%- Q (}F/W



| Formative ' . | Summantive

| Multiple Chiice: (). =ions (MO | ' Mid Semester Examination 1
Quiz i e Mid Semester Examination 2
Seminars ' . University Examination

| Problem Based | o 110 (PRL) short Answer Questions (SAQ)
Journal Chutv - I Long Answer Question (LAQ)

Mapping of Asscssoenn with COs

. m'& 15;.'.'.5.” 1l TI'_Lll CiD2 O3 Ci
[Owiz SR v v v
Assignmeni | Proay b i = ¥ v L L
Unit test i | W v 7 7
“Mid Semester [ wan | T v v v
Mid Semester Exan nion 2 | ¥ v v v
“University Faaiii ——— v v v
| Feedback Prove,s " [ Stodent's Feedback
| References: |1} Flareanosad " Matliussi, "Bio-Inspired Artificial Intelligence",

I Press, 2008;
L bag Song, [ E’.Iu.ung. Mou Ling Dennis Wong, Xun Wang, “Bio-
ired Computing Models and Algorithms™, ISBN: 978-981-3143-15-
vorld seiendl e, 20 | 9F,
| tmanm vned © Wi, “Bioinspired Computation in combinatorial
amization: Algorithims and their computational complexity™, Springer,
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Name of the Depurtinent

Computer scicnce & engincering

Name of the L]"_nrgr:uu

Master of Technology

Course Cuode
Course Title — Bio-Inspired Computing lab
Academic Yeuar [
| Semester [
Number of Crediiy I
Course Prerey uisite MIL

Course Synopsis

Cow re Deseription: An introduction to self-adapting
met! uds alse called antificial intelligence or machine
leariing, Sehemes for classification, search and

opi’ mization based on big-inspired mechanisms are
miraduced. This includes evolutionary computation,
ar ficial neursd networks and more specialized
a proaches like c.g, swarm intelligence and antificial
mmune systems, Further, nn overview of alternative
traditional methods will also be included.

. Course Duteomes::

Atthe end of the course, students will be able to;

Undiratand basic concepts of evolutionary afgorithm.

Uniderstand the basic features i neral and immune systems and able to build the

Explain how complex and functional high-level phenotiena can emerge from low-

co
coz
miewnil model.
COo3
| level internctions.
Co4

i Oyptinezation

tmplement simple blo-inspired algorithms fike genetic and Particle Swarm

Mapping of Course Outeomes {C0s) o Program Outeomes (POs) & Program Specific

Outeomes:

COs Pl e e Pp e PP [FO[PO[POPO|PS |PS|P5|PS
olulolo|lolololo v |1 |11 |12 |01 |lO2]lO |O
N I Gl Sl o 3 |4

co1 o L el O T et o il o S e L

Co? [ 2 . + = A= = o
Ll N ENENENENE

s

i QW&\Y




Course Cunient:
L [ Hoursd Wewl )
=
| Content & I.-ILII. ¢l

| W
2__ . L
3 I
e :
! =l

ij \
T T _i A
= \

Venehing - 1 caruing

I';:nclllng - Leaenitg

| Lecnire:

! Practical

' meminas Tovinal + |

| Small Eroup . I; 5k

hl'..] 'd]l'ﬂl:'ll.l. |I., 1) |

‘. T - - |1 ol £ e =
L b =i E 2 3 2 i
N = : 0. |-
_n 2N l” 30 (20|
"Tér.uu.m-. eek) | P (Hours/Week) Total Hour/Week
= 2

0 |1

.|~ u__ﬂl.l o fod evelutionary algorithm, (C1: Knowledge)

|-nn.r1m o il the antificial neural network, (C1: Knowledge)

' progran (o find biological inspiration for robots, (C1: Knowledge)

! Fu'ugu'mu 1 find the a Job Shop Scheduling Problem. (C1: Knowledge)

Lprrogrmn Lo fid Particle Swarm Optimization (PSO). (C1: Knowledge)

! |1|.|1,r.zml  fiid it colony optimization (ACD). (C1: Knowledge)

]I m't‘.ml

o find the Memetic Algorithm. (C1: Knowledge)

iratesies wid Conraet Hours

—————— =

rniesies Contact Hours
i 30
(3GDY 20
Isl { Tumnal -
« (I'BL) = 10




Revision 4 %
i Orthers If any: = o
Total Number of Contact Hours [
Assessment Methods:
Formative Sumiriative
mlﬁﬂ Juestions (MOCQ) .
Viva-voce Practical Examination & Viva-voce
Objective Structursd Practical Examination | Universit v Exsminution
(OSPE)
iz -
’ Seminirs --
Problern Based Leaming (1PBL) =
Journal Club =
Mapping of Assessment with Cs
Nature of Assessiient 'CO1  CO2 | CO3
Gitiz | '
VIVA = S v
Assignment / Preacntation T |
. Unit test
Practical Log Buuld Record Book I E v v
Mid-Semester Examination |
Mid-Semester Exuonminotion 2
University Exuru-i.l..Lliun ¥ ¥ v

Feedbaelk Proces, Stwdent’s Feedbock

Students Feedbuck is tmken through vornious steps
. Regular foodback through the Mentor Meatce sysiem.
| 2. Feedback | aw

S R |
;& %Q‘%ﬁ/



i

| Course Exil Swivey ool be taken al the el of thie semester,

eferences: Floreanonnd C Mudiussi, "Bio-Inspired Artificial Intelligence”, MIT
FO08. '
| oo =ong, Pan Zheng, Mou Ling Dennis Wong, Xun Wang, “Bio-
ired Computing Modets and Algorithms™, ISBN: 978-981-3143-19-7,
ot ld scientific, 2019F
cebmann and COWa, “Bioinspired Computation in combinatorial
P mizstion: Algzonibms and their computational complexity”, Springer,

Conrse for Speciall cdon for Big Data Analytics

CAULILTY UF ENGINEERING AND TECHNOLOGY

Mame of the Erigrisrbiond L |,|||||ru[|;.:' _I-Ii::n:.:nl::-l: & :ngirm:ring
Mg of the Provis -_rﬁ]LHII..:-U-i I'rrhnnlﬂgy

e —— | =

; i.'.uurn.' Cade

| Cunrse Title | Muchine | caming

| Academic ¥ ear =il - i

Semester E ==

[ Number of (redics 1 s

[ Courst Precoquis | A course on “Deesign and Analysis of Algorithms™
_L_'m:TSJ.-;mp;_j-: | To understand the concepls of state space representation,

space complexites

vshuustive search, heuristic search together with the time and

Course Ouicuine..

Al the end of the oo iclents will be able to:

_L'-Ifl.lu ?-.Jqﬁ il W) fr 1 Spreseiling L.-...-.-I:LI'-_.:I: using the appropriate technique for a given




CO2 | Possess the bility 10 apply Al technioues to solve problems of game playing, and machine
learning.

€03 | Understand the concepts of computational intelligence like machine learning.

CO4 | Understand the Neural Networks and its usage in machine learning application,

Mappling of Course Dutcomes (COs) 1o Program Ouicomes (POs) & Program Specific
Outcomes:

COs [P0 [ PO | vo [P0 [ PO [PO [PO [ PO [P0 | FOT | POI | POI | PSOL | P502 | P5 | P5
1 i.l v |4 = [ |7 & |® & 1 1 03 | 04
CO1 | 3 |: ¥ ELE (TR T X & IFL 1 =
g2t 3 1t 12 F [l 0C 7 | @ T O
I | oli= =
CO3 |3 | 2 ‘ ! 1 I =t = 6 T R 1 1 1 1 o
CO4 |3 '1'_|: ol V) VO O VO O i ] e
e S |
ave |3 |2 11 Trslesloste2or]_ [_ (o7 [T |1 075 [_ [
rage - i 5
—_ |
Course Coulent:
L T “I.u.Jr.'il'"ll-'I-"i.'l.'!i} P {Itul;rm'ﬁlulﬂ Total
(Howrs"W Hour/Week
eck)
L = - 1N 3
p—
Unit Contcat and Competeney
| 1 LExpilain Problem Solving by Search-1. (C2: Comprehension)

2 Deline Intelligent Agents Problem Solviag by Search —I1: Problem-Solving Agents,
| Seancling for Solutions, (C1: Knowledge)
| 3. Recall the purpose and impornance of Uninformed Search Strategies: Breadth-first
| search, Unilorm cost search, Depth-first search, lerative deepening Depth-first search,
Bidirectiomal seach, (C1: Knowledge)
4. Explain Informed (Heuristic) Search Struiegies: Greedy best-first search, A* search,
Heur (e Functions, Beyond Classical Sewch: Hill-chimbing search, Simulated

anneziing search, Local Search in Continuous Spages, Scarching with Non-




e Actions, Searclons wih Partial Observations, Online Search Agents and

ovironment, (C2 Comprehension)

he Atificial Neurnl Networks-1- Introduction, neural network
Hun, apprapriate problems for neural network learning, perceptions,
networks and the back-propagation algorithm. (C4: Analysis)
e Artaficin Nowral Networks-2- Remarks on the Back-Propagation
ot tlustrutove example: fice recognition, advanced topics in antificial neural
2 Analysid)

Lypathienes = Motivation, estimation hypothesis accuracy, basics of

Chewry a gendial approach for deriving confidence intervals, difference in

u hvpotheses. colmpuring lepming algorithms. (C6; Evaluation)

1% mm-,-ﬁm}.ﬁ..m Igarnjng —Bayes theorem and concepi learning,
c5id)
e Wadimun Likelihieod and least squared error hypotheses, maximum
by potheses (o pedicting probabilities, minimum description length
Javes optiml chissificr, Uibs algorithm, Naive Bayes classifier, an example:
Clissify tead. Hoyesian beliel networks, the EM algorithm,
relemsion)
lie Compuiational learing theory, probably learning an approximately
tiests, sanile complexity for finite hypothesis space, sample complexity
sy pothesis «uces. the mistake bound model of leaming.
peehension)
fe dnstanee-Dised Lesrnings Introduction, k-nearest neighbour algorithm,
eheed regrescion, mdial basis functions, case-based reasoning, remarks on

e beamming. (C1: Koowledge)

e princtpley und mechanisms of Genetic Algorithms an illustrative
Gopothesis space seurcl, penetic programming, models of evolution and
witlelzmg conelie algorithms, {C2: Comprebension)

e Leaminy Seis of Rules, sequential covering algorithms, learning rule

v bemminy Fust-Under rules, leaming sets of First-Order rules: FOIL,

mverted deduction, i ..rtmg resolution. (C4: Analysis)

T

@&Wﬁ/%w




S

| (€1 knowledge)

3, Deseribe Combining Inductive and Analyiical Leamning, inductive-analytical
approsches to lemming, using prior knowledge to initialize the hypothesis,

Teaching Learning Strategies and Contact Hours

Loearning Stratepies Contact Hours
Lecture 32
Practical
Seminar/Joumal C |ubs 2
Small group discussion (S0D) N 2
Self-directed learn nz (SDL)/ Tutorial _I
Problem Based Lo rning (PBL.) | 2
Case/Project Basc:| Learning (CHL) E .
Revision = :_4 =
Others 1 any: = Y
Total Number of { ontagt Howss 45
Assessmient Methols:
Formative Summiative

Multiple Choice  estions (ML)

Mid Seiester Examination |

Quiz

Mid Scinester Examination 2

Seminars

University Examination

Problem Based Lo ming (FBL)

Short Answer Qu-::-:'linns {SA0)

Journal Club

| Long Answer Question (LAQ)

Mapping of Assessment with Cis

Mature of Asses arent

co1 (oo CO3 [ Co4

Quiz v ¥ v v
Assignment £ e cenlation " S ¥ ¥
AR / v

Llasat 1esi \"..‘

by



|_.3'—|r|-1d SEeaL
| Mid Semeste

University |*xu0

| Feedback ¥rocos

References;

| Name of the Do

Mawme of |j:|; Pros

i L‘uuru Cale

_{'_nurse TE:[L

rirudumlr Y
pE e 5
semester

Course Preco

Course Synups

Hation | = v v v W
pod L_m 7y T_ v ¥ v v
2 E ’ v o v

Student’s Feadback

s EeHCE

Adtificea Tnclbaence A Modem Approach, Third Edition, Stuart
Russell ind Pewer Norvig, Pearson Education.

Fed

Maghine Learning -~ Tom M. Mitchell, - MGH

o L el B Lt e 1

Adificid Iniclhgence, 3nd Edn, E. Rich and K Knight (TMH)
Artificiol Inielhgence, 3rd Edn., Patrick Henny Winston, Pearson
Fdication.

Machin: Learing: An Algorithmic Perspective, Stephen
Marshld, Tavlur & Frangis

\CULTY OF ENGINEERING AND TECHNOLOGY
et W --:Jl_[:uh.:r seience & engineering

—_—

| b1 Tech

| Machine Learning Lab

" The objective of this lab is to get an overview of the
vanows nschine leaming techniques and can able to
_ denmwristrate them using python.




At the end of the course, siudents will be able 1o:
co1 Understand complexity of Machine Leaming algorithms and their limitations.
c02 Unde: stand modern notions i data 2nalys s-oriented computing.
Co3 Be cupable of confidently applying common Machine Leaming algorithms in
praciice and implementing thetis own.
CoOd Be cupable of performing experinents in Machine Learning using real-world data.
Mapping of Cour e Outeomes (COs) to Frogrem Outcomes (POs) & Program Specific
Omteonmes: b }
cos | M0 | P | Mo | ru n'.T|_1|:u M [P0 | PO | PO | PO | PSO | P50 | PS03 | PS04
= i 3 |& |a (= 8@ |7 |= o in no| | 2
“"31-t1]||1i|’__|1:|1__
Ry L E R E R (PR e
R N A (T R ES A R N I 11 ¢ T 0 S e
ﬂm3111__:I_:f__ I 5V v L
A3 [T |1 | L5050 |0 [07]_ |- (% |1 |T |[8%)_ |
‘ | 5 |2 g8 7 5
B N o 7 5
Course Content:
L (HoursVWeek) T {Hours/Week) | P l-l.luurﬁu‘"'l-'l"l.'l.'}-;} Total HourWeek
. i U 3" 2
Content & Conigicteney | I - 1
Sr. No. Citle i i
| The probability tlat it is Frid v ondd thut o a siudent is absent is 3 %, Since there are
§ svthol dovs in g weelk, the probabality that it s Friday is 20 %. What is
theprobabulity that a student i5 ahsent given that today is Friday? Apply Baye's
rule in python 1o ges the reselt. (Ans: 153%) (C: Knowledge)
2 Extact the data from databese Usaig pylm. 3 K-uuwledge}l
3 Iy lement k-nearest neighlses classification using python. (C6: Evaluation)
4 Giv et the fullowing duty, 'L'r':.il-l.:;..l-?il.h}l.'i.r:n- clossificulions for nine combinations of
M N AL nml VARD preshict o classifieation Tor a case where VAR]=0.906 and

(& \“‘ 34 ‘\{_@\/ 14 \Sj

v &




| vVl
i
VA
i
|
LA
| [
3
i
I ]
L]
St
i e |
L
L
|
| {
i Ll
7 [
————
a Ll
|
9, Peraps]
il
| M |

l'L'I-Jthfng- bocmr

] 'L"Hl.‘.ili.llﬂ - J. N TR

e ——

Leciure

| Prociical

seminan’Jouria

S Mgrougs s

.-

L, using e fesl ol means clustering with 3 means {ic., 3
Nl
AR CEASS
.|.|L|
26 1
14l 1
= i [
a3 |
[ Ly )
=i |
i

SO B o T L'IJ:T'L':I

l g triming counples map descriptions of individuals onto high,
dil low eredit-w onthiness, medium skiing design single twentics no <>
High golf trding murried forties yes == lowRisk low speedway transport
thirties yes ->= medRizk medium foothall banking single thirtics yes -
wgh fyimg oedis mamied fifties yes == highRisk low football security
wenties no == med sk medium golf media single thirties yes > medRisk
ot eransport wan ed torties yes -> lowRisk high skiing banking single
== highR sk low golf unemployed married fortics yes => ighRisk
<utes are (fos el Lo right) income, reercation, job, status, age-group,

o Find e upconditional probability of *golf and the conditional
e wf Tsingle wiv o medRisk” in the dataser? (C1: Knowledge)
et linear l'-l::-__-'ln.'ha'.lll_u‘-.i.lll! pythoen. (C6: Evaluation)

| Naive Ii-u_:. es thearem 1o classily the English text. (C6: Evaluation)
o an algoritling 1o Uemoitstrate the significance of genetic algorithm. (Cé:

cit the fimite woris elassilication system using Back-propagation
(000 Evaluntion )

e add [0 10 |5 more practical.

neabegles and Cuntact Hours

Snilegics Contact Hours
- e an
(SCDY Z i 20




Self-directed learn ng (SDL) / Tutorial

Problem Bused Loiming (PEL)

Case/Project Basc| Leaming (CBL)

Revision

Others [f any:

Toial Mumber of © ontact Hours

— e

! Gl

Assessment Methods:

Formative

T .
| Sumnslve

Muitiple Choice «uestions (M)

Viva-voce

| Practicul Examination & Viva-voee

Objective Struetuiod Practical Esumination

(OSPE)

University Examination

Quiz

B emnairs

" Problem Based Lo iming { PBL)

Jourmal Club

Mapping of Assessment with Cs

Mature of Assessooent

i

Quiz
VIVA

Assignment / Pres otation

Umae test

B Practical Loy Bou ./ Regord Book

hﬁd-ﬁulﬂfﬁu;ﬁ:s.'..uialiun |

Mid-Semesior Ex: nination 2

' University Exmmi ion

—— — —




Feedback Process

Student's Feedback

References:

Texthooks:

1. Artificial Intelligence A Modem Approach, Third Edition, Stuart
Russell and Peter Norvig, Pearson Education.
4. Machine Leaming — Tom M, Mitchell, - MGH

References:

1. Antificial Intelligence, 3nd Edn, E. Rich and k. Knight (TMH)

2. Antificial Intelligence, 3rd Edn., Patrick Henny Winston, Pearson
Education,

3. Machine Leamning: An Algorithmic Perspective, Stephen
Marshland, Taylor & Francis




SEMESTER - 11

| Course Code Course Title

Advance Software Engineering & Testing

Advance Sofrware Engineering & Testing

Lab

Agile Software Development

Data Mining

Data Mining Lab

Operational research

Program elective Course - [1

' Cloud and Fog Computing

Cloud and Fog Computing Lab

NoSQL Databases

NoSOQL Databases Lab

Malware Analysis

Malware Analysis lab

Machine Learning for Signal Processing

Machine Learning for Signal Processing

Course for Specialization for Big Data Analytics

Streaming Data Analytics

Streaming Data Analytics Lab




| Nume l.lr“ll.'-l.h.']-... ks

"Cou rse Code
[ Course Title

Academie Year

Semester

_."izmli:m' ol Cretiis

Course Prerequisi

Lourse Synojisls

-

Loourse O teuin

Wl iR -snd of [

LA

- =

| Ly Eﬁ‘

3

FO
A
COt|3 (2 |1

coome ol thie e

“CO1 [ Able 10 de
imiade ]

[ C0O2 [ Able to ldul

"CO3 [AbE to disun

[CO4 | Able 1o Estim, .

MMapping ol Coorse (.

| ACULTY OF FNCINEERING AND TECHNOLOGY

ik Loinpater science & enginecring

| M Toch

| Advance SoRware Engineering & Testing

NIL

The aim of the course is to provide an understanding of the
| woitking knowledge of the techniques for estimation., design,
| besting and quality management of large software development

Eroect,

| =

tadents will be able to

Lware engincer iy provesy and practices, and demonstrate various process

Jitferent I}'[:-L:.i_ uf risks in sofware development.

b defferemt :_‘E::'._J_h[lqh."yih" and it"s working

Hie quality of zofwae |;li.:l-l:l:53 and develop the SRS document for project.

comes (CUOs) to Iy |.|g.-,|".ull Outcomes (POs) & Program Specific Outcomes:

[ LH 3 L] I

o o) BRI -
'i.iJ'."i|3 [ 3 I
CO3 [F |2 |_

‘a0 [ ro [ ro [0 | PO [POT | POT | POT | PSOI1 | P50 | FRO3 PS0
IS 1] I-" ] L] (1] I 2 &
2 |- . - I |= 1 1 - 1 1 -
- Tl =R (P ¥ = o 1 1 1 1 1 -
2 |2 2 | 1 1 1 1 1 -
- 1 1 i

-\_—""'"
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Ave |3 [ LS 2 [E8[T |= |t |3 f=- [1 [&T|0E T 1@ [=

rage l : 5

Course Content: = -

L [T (HuarsiWeek) P {LoursiW eek) Total Hour/Week

(Hours VW

eel)

3 - 3

Unit Conteit & Competency

1 |. Discuss the evolving role ol software, chianging nature of software, and software
myths. (20 Clomprebension)

2. Explam o Generie view ol process and Software enginecring layered technology.
(C2: Comprehension)

3. Generalize the coneept of the capalbility maturity model integration (CMMI),

4. Dnscuss the fullowing 1enms process patiemns, process assessment, personal and
tewm process models, (C2: Compreliension)

5 Explun the [ollowing Froeess models: The wateefall model, incremental process
madels, evolutionary rocess models, the unified process. (C2: Comprehension)

2 l F'?I:]hn the characteristics and purpose of functional and non-functional
requirerments. (C2: Comprehension

2. Analyze wser requirements 1o identily and prioritize software features that meet
wser pwecds,

3. Reeall the role and signidicance of system requirements in software development. .

4. Explain the unportanee of well-defined interfaces for soflware integration and
interoperability, (€2: Comprenension)

5 Reeite the purpose and objectives of Feasibility studies, requirements elicilation
wid annlvsis, requiremnents validation, regquirements management in the
requrements enmiacenig process, (C1: Knowledge)

6. Deseribe the following Syster models: Context models, behavioral models, data
muodels, obicct models, siructured pethods, (C2° Comprehension)

. S 4 o

S _



[t |

Lmin the imp-.wr_l.'.m o ol design quality in software engineering, (C2:

tiprehension )

I the fundumenial design concepts and principles in software engineering.
Koowlede:|
lain e the desten maodel represents the structure and behavior of a software

e (€2 Comprebension)

Jain software weehitecture and architectural design: software architecture, data
con, architectura| styles and patterns, architectural design. (C2: Comprehension)
all the purpose wnd components of the conceptual model in the Unified

leling Language (UML) (Cl: Knowledge)

cuss following tenns: busic structural modeling, class diagrams, sequence

rams, eallaboriion disgrams, use case diagrams, component diagrams. (C2:

preliension)

ilrate strategic upproschies Lo software testing,
L Following testing technigues in detail: black-box and white-box testing,

ation testing, sy stem westing, the art of debugging. (C2: Comprehension)

s loaaw

ine Software quality and metrics for analysis model. {C1: Knowledge)
i metries [or design model, metrics for source code, metrics for testing and
bes Tor masengnes, (C2; Comprehension)
L following in Risk management: Reactive Vs proactive risk strategies,
are nsks, 1k wdentification, risk projection, risk refinement, RMMM,

AM plien, {C2- Cosnprethension)

cuss followinpe Quality Management Coneepis: Quality concepis, sofiware

By Esimnee, sollwire eviews,

it formal techinical reviews, (C2: Comprehension)

ribe statisticnl sofiware quality assurance and software reliability. (C2:
Jprehension

lain the 150 il guality standards. (C2: Comprehension)

L R
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Teaching Learnin: Strategies nnd Contact Hours

I curning Etr::lEi:.-s i "~ Contact Hours
Lecture » 32
Practical |
Seminar/Joumal C lub | i
amall group discu sion #,HG[IT} = ‘T
Self-directed lear: ng (SDL)/ Tutorial |
Problem Based Losning (PHL) <o
Case/Project Based Learning (CBL) 3
Revision Fd
Orthers If uny: | | —
Tatal Number of Contact Hours - 45 =

=

Assessment Methools:

Formative

Multiple Chaiee luestions (MO0)
Chuie

Seminars
Problem Based Lournming (PRL)

| Summative

hid Semester Examination |

Mid Semester Examination 2

Universaty Examination

Shon Answer Questions (SAQ)

Journal Club

Lo A — Dwestion (LA

—

Mapping of Assexanent with Cos

Nuture af Assessaicnt

Quiz

Assignment / Presooimtion

Llnit mesi

Mid Semesier Exoonnation |

Mid Semester Exanination 2

o CO2 | CO03 | Cod4
|,r Bl J 4
| v B v
e b |- v
R I J
‘J' v J v

L —




Liniversity J g

| o J J v

| Feedback ]:I'1.l|."|.'5i£

| Swdent’s Feedback
S

[ Hi.'li‘.'l‘l!lll.'l:h:

Nume of the b v

: Mot oF Hee Peoeri .
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o hiaive hands-on expernence in developing a software
project by usiing vacous software engineering principles
| anal sethods i cact of the phases of software

| develipimsnt,

Course Chilcome

At the end of the course, students will be able o

col

; s
| Able 1o Plan a software engineering process life eyvele.

Co2

Able 1o elieit, analvze and specify soliware requirements.

Co3

Able 1o Analyze and translate & spacification mio a design,

Co4 |

Able (o Built an SRS documents :Kealize duaign practically, using an appropriate

soflwire engincerun

Mapping of Coui e Outeomes (COs) o Program Chuteomes (POs) & Program Specific

Outcomes:
Cos [PO [P [P [P ;1- Fle e [P [PO P[P [PS|PS|PSO|PS
1 o |9 (a |0 (910 L]|‘L'I iu O 0 (0110243 04
ry > | | 5 & |7 B 9 | 1 |12
| B '__ 1
G Tl Y S i i t |« B s I d
a0l ] il HY
S Jz |2 2 |t |=1=FUr it |- = |r
coals 15 2 =l [-FFE B Il R FE R =
| T
o [3 [z (z 20 |-|- |- 1" PIF B[~ I
= 1
Aver i L= | B2 0T 0. - =
T 7 I b B S SR P (A o 15 |-
i -
Course Content: - =i
L (Hours™Week) [ _i T tiluurs-"'-"n"-.'-v-kT' I._’TJ Lsars Week ) Total Hour™Week
] i-“ = _E:! = 2
= — — = — t— ——
Content & Comijooleney
Sr. No. Citle 5 Competency
1 Diruth o projest plan for aiy Project, (C1: Knowledge)




| Lix i
T T e el -

a R P

1 ¥ e

wole:

{vaching - Ledrning

| Teaching - Losirniu,

| Listiipe ~

Froctical

s o o] O

| Small group discuss)

N i —_

il [=hreeted edmin

' 'J'ﬁ:ni'n?um- Bused | E-- i

|r1 4 I"mjol fuaed]

i -'rthl'l.'lll

Mlers H'.nn

LI.II Mumber o) [_-.-

LapsA et Ve
Formative
I iulinpla Clioiey |,::|.___

[ Wivie-vowe

| ':'I1|-....u'.|. H| Elum

Ll

Tmeull

[Hent l.'.lfSR."*.'E'.'

1 |"J|

snent, (C1: Knowledge)

dkil] -.r-.,ntll.- s a:DE 20 (0] Knowledge)

i B Rihsq.,] I e ml-.-x'-.lr.-:dgﬁ}

| use case t|l'-11'!l-iilll-. (C1: Knowledge)

fjuence .JE_-u awn und collaboration diagrams. (C1; Knowledge)

¢ elpss diggramn. (CL: I:-;{_mm'lr:dge]

| Gantt ehort i network dingram. (C1: Knowledge)

—

u structiived el (C1: hnuu]edﬁf}

|._||luldﬁ 2n Ducunent. (€1: Knowledge)

duld add 10 10 15 more praciical.

1k :llu",gil:! sl Caaviaet Hours

rnlegies Contact Hours
Nl kT
WSGDy 20
ALY S Tuto il -
(PBL) 10
g (CBL N =
¢l Hours & o fill
= ___h-mmulli've
W (MCO) =
1 Practical Examination & Viva-voce
icad Exantinatlon | LIniversity Examination

\/]V




o e —
Seminars | D
Problem Bused Louening (PBL) s
Journal Club ' - S

Mapping of Assesonent with Cls
Nature of Assessent 5 CO1 [Coz [co3 [co4
Quiz VI R |
VIVA Fil & |
Assignment | Pres. mation I

(Oniteest |
Practical Log Bou./ Record Book P B 7 " v
Mid-Semester Exumination | :
Mid-Semester E nination 2 B
University Exmmiaation S v v + W
Feedback "roces. _l Sluddent s “Fn_--.'-.ll:-;u.'k

Relerences: Fexthomks
I, Solftware Enginesring. A& practiticner’s Approach- Roger S. Pressman,
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Course Title Agile Software Development

Academic Year I

Semester ]

Number of Credits 3

Course Prerequisite NIL

Course Synopsis This eourse covers the concept of software management and its |
different phases. '

Course Outcomes:

Al the end of the course students will be able 1o

o

knowledge of responsibilities of project manager and how to handle these.

coz

| Understand the fundamental principles of Agile Software Development & will also have a good |

B familiar with the different methods and techniques used for project management,

Co3

Will &lso be able to undersiand why majority of the software projects fails and how that failure
probability can be reduced effectively,

Co4

Will be able to do the to do the Project Scheduling, tracking, Risk analysis, Quality management

and Project Cost estimation using different technigues Project Scheduling, tracking, Risk

analysis, Quality management and Project Cost estimation using different technigues.

Mapping of Course Outcomes (COs) to Program Outeomes (POs) & Program Specific Outcomes: |
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T (Hours Week) P {Hours Week) Total Hour/Week

- - 3

Content & Competency

1 .Describe Project life cycle models-150 9001 model-Capability Maturity Model-Project
Planning-Project tracking-Project elosure. (C2: Comprehension)
2. Evolution of Software Economics. (C6: Evaluation)

3. Discuss Basic concept of Software Management Process Framework: Phases, Artifacts,

Workflows, Checkpoints . (C2: Comprehension)

4, Explain Software Management Disciplines: Plan ning / Project Organization and
Responsibilities / Automation / Project Control , {C2: Comprehension)

5 Recognize Modern Project Profiles, (C2: Comprehension)

1.Explain Problems in Software Estimation. (C2: Comprehension)
2 Recognize Algorithmic Cost Estimation Process. {C2: Comprehension)

| 1.Define Function Points, SLIM (Software Life cycle Management), COCOMO [l

(Constructive Cost Model). (C1: Knowledge)

4. Estimating Web Application Development. (L2: Comprehension)

5. Concepts of Finance, Activity Based Costing and Economic Value Added (EVA)—
Balanced Score Card. {C2: Comprehension)

1 .Discribe Software Quality Factors — Software Quality Components - Software Quality
Plan — Software Quality Metrics — Software Quality Costs — Software Quality Assurance
Standard — Certification — Assessment. (C2: Comprehension)

2 Generalize Software Configueation Management, (C3: Synthesis)

3. Analysis Risk Management: Risk Assessment: Identification / Analysis / Prioritization,
Risk Control: Planning / Resolution | Monitoring.. (C#: Analysis)

4. Describe Software Metrics — Classification of Software Metrics: Product Metrics: Size
Metrics, Complexity Metrics, Halstead”s Product Metrics, Cuality Metrics, and Process
metrics, (C2: Comprehension)
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Etmtcgic . -Eumm-_nt aid Technical Assessment, (C5: Synthesis)
—ast Benel't Anolyais—Cush Flow Forecasting-Cost Benefit Evaluation
« C5: Syntheiis)

dation=5oliwure Eort L stimation, (CS: Synthesis)
cinerging |rends: Import of the internet on project Management — people

legies and Cootact Hours

cocess Madels, (L2 Comprehension)

i [ Contact Hours
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= 2
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Relerences: L. Ramesh Gopalaswimy Mg -'LE and global Software Projects™,

Tota MeGrnw Hill Tenth Repring, 2011,

2. Fenton, M.E., and Pilecuer, 5.1, “Soltware Metrics: A Rigorous and
Practical Approach, $evised” roeks Cole, 1998,

3. Kaplan, 1.3, Novien, DUPCSTh: Balanced Scorecard: Translating
Strategy into Action™, Hifvant Buooness School Press, 1996,

4. Bochm, W, "Software Bisk Management: Principles and Practices"

i IEEE Suliwnre, Jabnse |99 L, pada-4 ],
3¢ Roger 5 Pressman, "3oftwent Bigineering- A Practitioner’s

Appranch®™. 7th Editon MaG o FHIL 2000,
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:_J o siudents will be exposed to multiple techniques of

| wndersianding and analyzing the data from a mathematical point
ot view' In sddition, they will also use multiple predictive models !
t aal e the future trend. This will be done in a purely

| stutistical nunner;

2 students will be ghl= to:

i discover .E.-.-ﬁ{-.:r.ug, test retrieval, text mining and analytics, and data

Hng gechnicues tor both structured and unstructured data.
sk n:-.'l'.p!ﬂ]'iﬂﬂl v daita analysis 1o gain insights and prepare data for predictive

entind skill vadued i the business,
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| l. Exphliﬁ definition, trudinonal ad modem approaches, functionality, major issues

i Data mianing, (C2: Comprelicntion

Discuss Knowledse du discovery process: Dana, attribute tyvpes, properties,

Priserete and continueus siinbute, ditaset types, data quality. (C2: Comprehension)

| 3 Measure Daiy pre-process e Apersgation, sampling, dimensionality reduction,
subspt selection, eeention, lgeret zation, binanzation, stinbute transformation,

=4

corre i, (O Evalaatin

4. Explain the following concepis i Assoeiation rale mining: Mining task, frequent

| itemsat, aprio algorithom. cule generation. (C2: Comprehension)
2 [ I, Explain Clissificaton delinhion. ol dsification task.

2. Categoriee Ulassification belwigne.: Decigion tree, nule-based, memony-based
veasning, ooilickd rcurl elworks, naive bayes, suppont vector machine. (C3:
Application)

Ao Descuss Clustering slgoriihong 1ypcs K-means, single linkage, complete linkage,

PBSUAN, clustering ol Baion: 17 nensionality reduction, (C2; Comprehension)

3 [, Describe Explonitory aits analysis (o predictive modelling, (C2: Comprehension)

ra

Extplen imoceing ool e ues Tor oediction of continuous and discrete outeames,
P2 Cronprelscnizmn |
3. Explain graphs toexplo e and disploy datasets, fundamental concepts of predictive

modellmg. (022 Chmpis i sion)

4 | Cutling the | erressiin lechnigaes Hnenr, muoltivanate, non-linear; Cross-
vilidation, wiodel selection: overtinne (C1: Knowledge)

< Lompire deoen ol predacive iuede s usimg XEMiner tools; Logistic regression of

: Iripary varnslsdes, cross vilidation 1l confusion matrix, cost sengitive

clggilication, and BOC eurves, (O3 Application)

Explun lmplomentaion of tees 2l other advanced predictive models by using the

softwinne too! XEMiner, (02 Cornrcehension)
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References: |1, Larose and Lurose, Duia M and Predictive Analytics “Wiley
senies on Methods nod Applications in Data Mining™ (1 ed.), Wiley,
2016, ISBN 978- 8126359115,
2. Bruee Rutner, Statistics! sl A lochine-Leaming Data Mining:
Technigues tor Better [rodictive Modeling and Analysis (3 ed.),
| Chapanan meid HalCRC, D017, ISEN 978- 1495797603,
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Course Synopsis | Here siwsien s will be exposed to multiple techniques of

wnde sty and analyzing the data from a

ronthdmatienl paint of view. In addition, they will also
s vl sl predictive models to analyze the Ruture

e His il be done in a purely statistical manner.

Course Outeomes:

At the end oF the course, students will be plie

CoOl Abaling 1o acld EIIIIIIE etlgoaithan ois 4 Sponcnt o the existing tools,
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CO3 Abilny to apply minimg techngues S venlistie data,

Cod Ability to upnlv Ln_'i'iLL-;lE:.n.._!u.--. for WEKA Tool,




Mg bl Conese Cateomies (COs) 1o Program Outcomes (POs) & Program Specific
LSRR ERSTT 1] s
Cos [P Je [ Tr TeTrle [P [P [POTE P [FS PS5 [P50 [F5
1 Ll L o O O TR O ] L] Lk ﬂ “ ‘}I l‘.].'l 3 04
2 4 5 6 7 |8 |® 1 |12
' 1
Lhi i ! ; | 2 =z - - - 1 1 i - - =
g |3 |3 t |1 = 2= = = (1 Iy |- |= -
O P T E N S A i A e -
i | k ._' . I 1 I I — = = 1 1 l - - =
AV Py ke ja = g 2
; I | L1 | 1 ]1 0.7
| el [l -
- 2 - >
Loter e U naleil: ==

L Huutrsd Wk} 11 (Hours'Week) | P (Hours/Week) | Total Hour/Week
I lu 2 2
[ Coutent £ € i ey
‘-:w hy [ 3

natal ision of WEKA Toeol, (C1: Knowledge)
E i new AriT File, [:"'::_:-]}'nthesiﬂ
E |t | seessing Technigues on Data set, (C1: Knowledge)
4 | Dt < o construction — OLAP operations. (C1: Knowledge)
E | Lople s ntation of Aprioe algorithm, (C3; Application)
I 1 ._ tation of FP- Growth ulgorithm, (C3; Application)
i_T N Liipile entation of Deeision Tree Induction, (C3: Application)
I_‘-_ Cale ing Infarmaiion j.[.il.-l.ll'-i measures, (C3: Application)

atiumn Ul'd'.l[.J_;l..li:H:l'r[ Hovesion approach. (C3: Application)

lenentation of K-means wlgorithm. (C3: Application)
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dethods and Applications in Data Mining™ (1 ed.), Wiley, 2016, ISBN
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fuge Ralner. Stistical and Machine-Learning Data Mining;
urigues for Better Predictive Modeling and Analysis (3 ed.), Chapman
P HAlVCRC, 2017 ISBN 978-1498 797803,
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Couric Sy Lo | This course covers the concept of basic maths.
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bl il bjeetiven, pheses, models, used in operation research

Firgemr ;:m¥mg problems using simplex method Big M method 2- phase method.
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| Exnl Jetwork Models- Project Networks- CPM / PERT- Project Scheduling — :
vl cetwerks s cost consideratiops. (C2: Comprehension) .
Wecows co Resource leveling amd smoothing, shoriest route problem — minimal spanning
fliee i i (O Coniprehendson)
et asamal fow problem Deeision Theory — Decision making under uncertainty,
0 NS 17
bt decision trees - decision under risk = EMYV, EOL, EVPI - Game theory -
e — duminanee property — 2 X nand m x 2 pames.. (C2: Comprehension)

FITEE O WL

=

— | 1Dk Flow shap wlﬂu'l.-ng— Johnsuns algorithm for n jobs and two machines and n
b i o maehines, (C2: Comprehension)

Crin ¢ Inventory Models. {C5: Synthesis)
[heterin custie mant e turing and purchase model, (C4: Analysis)
duantity disceunis Queusing models, (C2: Comprehension)

| Gieneratzo Poisson arfival aud cuponential service times. (C5: Synthesis)
LI T T single server amd multi-server model Simulation, (C5: Synthesis)
Muonte Carlo simulation — simple problems. (C5: Synthesis)
CLEM and PERT wnd CPMecrashing networks. (C2: Comprehension)
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ACULTY OF ENGINEERING AND TECHNOLOGY

| Coduputer science & engincering

| Master of Technology

| Mlware Analysis

| Computer networks
2. Network Security I
Cyber security Basics
[ This comprehensive course delves into the intricate world of
| wiabware amalysis, equipping participants with the skills and
I knowledge necessary to dissect and understand malicious
| sutbware. As cyber threats continue to evolve in sophistication, the

abibity e analyze and counteract malicious code is crucial for
cyber secunty professionals.
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s course aims at introducing the students to the fundamentals

ol maching leaming (ML) techniques uscful for various signal
provessing applications. It will discuss varnous mathematical
raethods involved m ML, thereby enabling the students to design
their own models and optimize them efficiently. The lectures will

| [ueus on mathematical principles, and there will be coding based

sasignments for implementation. Prior exposure to ML is not
ceguired, The course will be focused on applications in signal
| provessing and communication, and the theory will be tailored
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| Unit Content & Competency

1 1. Describe Notion of a signal-Basic digital representation of data (text, speech,
image, video). (C2: Comprehension)

Explain Complex Exponential functions. (C1: Knowledge)

Deseribe Shannon Information Theory. (C2: Comprehension)

Explain Convolution, Correlation and Covariance Functions, (C1: Knowledge)
Analysis Wavelets-Fourier Transform -DCT and Wavelets, Gauszian Processes,
(C4: Analysis)

wos e b

2 l. Explain Gradient ascent/descent-Basics of convex optimization-Constrained
optimization. (C2: Comprehension)

2. Describe Convex &n'r.; Hyperplanes’ Half spaces, Lagrange multipliers. (C2:
Comprebension)

3. Qutline projected gradients-Bio-Inspired Algorithms, Dictionary based
representations. (C1: Knowledge)

4. Describe -Eigen representations —Karhunen Loeve Theorem. . (C2:
Cumpreii:nsiﬂn}

3. Demonstrate Principal Component Analysis-Properties-Independent Component
Analysis (ICA)ICA for representations and Denoising -Non-negative matrix
factorization. (C3: Application)

El I. Dwescribe Delta and Related Functions-Linear Time Invariant Systems . (C2; .

| Comprehension) =

2. . Explain the Essential features of LTI Signal Processing —Exploiting Statistical
Stability for linear-Gaussian DSP-Kalman Filters. (C2: Comprehension)

3. Identify Running Window filters-Recursive filters-Global Non-linear Filter -
Hidden Markov Modelling -Homomorphic Signal Pmcesséng. {Cl: Knowledge)

4 : 1. Analysis of Statistical Machine Leaming techniques. {C4: Analysis)
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2. Implementation for signal processing applications: Binary Classification -Linear
classifiers —Perceptron’s—SVM-Linear, Kermel SYM -Multiclass Problem -K-
means -Nearest Neighbors -Linear regression -Regularization. {C4: Analysis)

3. Explain Machine Learning for Audio Classification -Time Series Analysis, LSTMs
and CNNs. (C2: Gmﬁprehensiun}

4. Define Machine Leaming for Image Processing -Transfer Learning, Attention
models, Auribute-based leaming. {C1: Knowledge)

Teaching Learning Strategies and Contact Hours

Learning Strategies Contact Hours
Lecture 32
Practical
Seminar/Journal Club 2
Small group discussion (SGD) = 2
Self-directed learning (SDL) / Tutorial 1
Problem Based Learning (PBL) 2
Case/Project Based Learning (CBL) 2
Revision 4
Orthers If any;
Tetal Number of Contact Hours I 45
Assessment Methods:
Formative Summative
Multiple Choice Questions (MCQ) Mid Semester Examination |
Quiz Mid Semester Examination 2
Seminars University Examinastion
Problem Based Learning (PBL) Short Answer Questions (SAQ)
Journal Club Long Ansper Question (LAQ)
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Mapping of Assessment with COs

Nature of Assessment Tcol COz |CO3 |CO4
Quiz " v v v

- Assignment / Presentation v v o v
Unit test v v v v
Mid Semester Examination | v v v ¥
Mid Semester Examination 2 v v v v
University Examination ) v v v v

: Feedback Process Student’s Feedback
References: ] 1.Max A. Little, Machine Leaming for Signal Processing: Data Science,
Algorithms, and Computational Statistics, Oxford Publisher, 2019,
g 4. Faolo Prandoni Martin Vetterli, Signal Processing for Communications

(Communication and Information Sciences), CRC Press, 2008
3. Stephen Boyd, LievenVandenberghe, Convex Optimization, Cambridge

University Press, 2004,
FACULTY OF ENGINEERING AND TECHNOLOGY
- Name of the Department Computer science & engineering
Name of the Program Master of Technology
Course Code
Course Title Machine Learning for Signal Processing lab
: Academic Year I
Semester 11
Number of Credits 1
Course Prerequisite NIL
Course Synopsis This course aims at introducing the students to the
fundamentals of machine leamning (ML) techniques
useful for vagous signal processing applications. It will
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discuss various mathematical methods involved in Mlﬂ
thereby enabling the students to design their own models
and optimize them efficiently. The lectures will focus on
mathematical principles, and there will be coding based
assignments for implementation. Prior exposure to ML is
not required. The course will be focused on applications
in signal processing and communication, and the theory

will be tailored towards that end

Conrse Outeomes:

At the end of the course, students will be able to:

o Understand the mathematical methods for implementing signal processing amd
machine learning technigues.

co2 Dw:lnp methods of data representations for signal processing in machine learning
environment.

co3 Classify Machine Leaming mud:ls for Non-linear systems,

oy Apply machine learmning models in speech and image processing applications.

Mapping of Course Outcomes {COs) to Program Outeomes (POs) & Program Specific
Outcomes:

COs FO [FO [PO [PO | PO | PD | PO ] PO | PO POL [ PO [ PS5 [ PSO | P5 | P&
L2 |3 14 |5 (e |7 |s |8 | [0 |12 |on |2 03 | o4
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Course Content:

L (Hours'Week) T (Hours/'Week) | P (Hours/'Week) Total Hour/Week

1] L 2 2

Content & Competency

Sr. No. Title

I Implement Decision Tree learning and L{rgisu'v: Regression. (Cl: Knowledge)

-?b@_
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e 2 Implement classification using Multilaver perceptron and cassification using
SVM. (Cl: Knowledge)
3 Implement Adaboost and Bagging using Random Forests. (C1: Knowledge)
E! Implement k-nearest Meighbors algorithm, (C1: Knowledge)
3 Implement K-means, K-Modes Clustering 1o Find Natural Patterns in Data. (C1:
Knowledge)
: [ [mplement Gaussian Mixture Model Using the Expectation Maximization. (C1:
Knowledge)
7 Implement Principle Component Analysis for Dimensionality Reduction. (C1:
Knowledge)
i 2 Evaluating ML algorithm with balanced and unbalanced datascts Comparison of
Machine Learning algorithms. (Cl: Knowledge)
Note: Fuculty should add 10 to 15 more practical

Teaching - Learning Strategies and Contact Hours

Teaching - Learning Strategies Contact Hours
. Lecture -
Practical 0
Seminar/Jourmal Club -
Small group discussion (SGD) 20
Self-directed leaming (SDL) / Tutorial =
i Problem Based Leaming (PBL) 10
Case/Project Based Learning (CBL) -
Revision -
Others If any: i -
Total Number of Contact Hours )

Assessment Methods:

Formative Summative
Multiple Choice Questions (MCG) -
Vivi-voce Practical anmmaum & Viva-voce
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Objective Structured Practical Examination University Examination
(OSPE)
Quiz -
Seminars -
Problem Based Learning (PBL) =
Journal Club - -
Mapping of Assessment with COs
Mature of Assessment CO1 | CO? |CO3 | CD4
Chaiz
VIVA v ¥ ¥ v
Assignment / Presentation
Unit test
Practical Log Book! Record Book v v ¥ v
Mid-Semester Examination | =
Mid-Semester Examination 2
University Examination L ¥ [ v v
Feedback Process Student’s Feedback
References: I.Mux A, Little, Machine Learning for Signal Processing: Data Science,
Algorithms, and Computational Statistics, Oxford Publisher, 2019,
2. Paolo Prandoni, Martin Vetterli, Signal Processing for Communications
(Communication and Information Sciences), CRC Press, 2008.
3. Stephen Boyd, LievenVandenberghe, Convex Optimization, Cambridge
. University Press, 2009,
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Course for Specialization for Big Data Analytics

FACULTY OF ENGINEERING AND TECHNOLOGY

Name of the Department Computer science & engineering

Name of the Program Master of Technology

Course Code

Course Title Streaming Data Analytics

Academic Year 1

Semester 1l

Number of Credits i

Course Prerequisite NA

Course Synopsis Process data in real-time by building fluency in modern d
engineering tools, such as Apache Spark, Kafka, Spark Streaming,
and Kafka Streaming, The components of data streaming systems
and build a real-time analytics application. Students will compile
data and run analytics, as well as draw imsights from reports
generated by the streaming console.

Course Ouicomis:
At the end of the course students will be sble to:
CO1 | Recognize the characteristics of data streams that make it useful to solve real-world problems.

CO2 | Identity und apply appropriate algorithms for analyzing the data streams for variety of problems.

CO3 | Implement different algorithms for analyzing the data streams.
CO4 | Identify the metrics and procedures to evaluate a model. =
Mapping of Course Outcomes (COs) to Program Outcomes (POs) & Program Specific Outcomes:
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Course Content:

L T (Hours/Week) P (HoursWeek) Total Hour/Week

{Hours/W

eek)

3 - - 3

Umit Content & Competency

1 I. Deseribe Characteristics of the data streams, Challenges in mining data strcams
Requirements and principles for real time processing, Concept drift Incremental
leaming. Data Etnz;msz Basic Streaming Methods, Counting the Number of
Occurrence of the Elements in a Stream, Counting the NMumber of Distinet Values in
a Stream,. (C: Comprehension)

2. Outline Bounds of Random Variables, Poisson Processes, Maintaining Simple

Statistics from Data Streams, Sliding Windows, Data Synopsis, Change Detection:
Tracking Drifting Concepts, Monitoring the Learning Process.. (C1: Knowledge)

2 I. Explain The Very Fast Decision Tree Algorithm (VFDT), The Base Algorithm,
Analysis of the VFDT Algorithm, Extensions to the Basic Algorithm: Processing
Continuous Attributes, Functional Tree Leaves, Concept Drift, Clustering from Data
Streams. (C2: Comprehension)

2. Describe Clustering Examples: Basic Concepts, Partitioning Clustering -The Leader

Algorithm, Single Pass k-Means, Micro Clustering, Clustering Variables: A
Hierarchical Approach.. (C2: Comprehension)

3 I. Describe Mining Frequent Item sets from Data Streams-Landmark Windows, Mining
Recent Frequent Item sets, Frequent ltem sets al Muliiple Time Granularities
Sequence Pattern Mining-Reservoir Sampling for Sequential Pattern Mining over
daia streams, Evaluating Streaming Mgﬂriihﬁ. {C2: Comprehension)
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4. Explain Evaluation Issues, Design of Evaluation Experiments, Evaluation Metrics,
Error Estimators using a Single Algorithm and a Single Dataset, Comparative
Assessment, The 0-1 loss function, Evaluation Methodology in Non-Stationary
Environments, The Page-Hinkley Algorithm... (C2: Comprehension)

] |. Define Introduction t'n Complex Event Processing, Features of CEP, Need for CEP,
CEP Architectural Layers, Scaling CEP, Events, Timing and Causality, Event
Patterns, (C1: Knowledge)

2. Explain Rules and Constraint, STRAW-EPL, Complex Events and Event
Hicrarchies. (C2: Comprehension)

Teaching Learning Strategies and Contact Hours L ]

Learning Strategles Contact Hours

Lecture 32

Practical

Seminar/Journal Club 2

Small group discussion (SGD) . 2

Self-directed learning (SDL) / Tutorial I

Problem Based Learning (PBL) 2

Case/Project Based Learning (CBL) 2

Revision 4

Others If any:

Total Number of Contact Hours 45 .
Assessment Methods:

Formative = Summative

Multiple Choice Questions (MCQ) Mid Semester Examination 1

Quiz Mid Semester Examination 2

Seminars University Examination

Problem Based Leaming [I-‘B]'_II Short Artsn‘:.'ei Questions (SAQ)
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[’Iml Club Long Answer Question (LAGQ)
Mapping of Assessment with COs
Nature of Assessment co1 coz ] co3 CO4
Quiz v v v v
Assignment / Presentation ¥ v v v
Unit test [ v v v
Mid Semester Examination | : v v v v
| Mid Semester Examination 2 v v " "
University Examination v | v v v
Feedback Process Student’s Feedback
References: 1.Joao Gama, “Knowledge Discovery from Data Streams™, CRC
Press, 20140, '
2. David Luckham, “The Power of Events: An Introduction to Complex
Event Processing in Distributed Enterprise Systems”, Addison
r Wesley, 2002, "

FACULTY OF ENGINEERING AND TECHNOLOGY

Name of the Department Computer science & engineering

Name of the Program Master of Technology

Course Code

Course Title Streaming Data Analytics Lab

Academic Year I

Semester 1l

Number of Credits 1

Course Prerequisite NA

Course Synopsis Process data in real-time by building fluency in modem
data engineerin s, such as Apache Spark, Kafka




Spark Streaming, and Kafka Streaming. The |
components of data streaming svstems and build a real-
time analytics application. Students will compile data
and run analytics, as well as draw insights from reports
generated by the streaming console.

Course Outcomes:

At the end of the course, studenis will be able to:

Cco1

problems.

Recognize the characteristics of data streams that make it useful to solve real-world

cC0o2

of problems.

Identify and apply appropriate annﬁthms-fnr analyzing the data streams for variety

Co3

Implement different algorithms for analyzing the data streams,

o4

Identify the metries and procedures 1o evaluate a model.

Mapping of Course Outcomes (COs) to Program Ovtcomes (POs) & Program Specific

Dhuteomes:
y COs ro[rOJPO [PO [PO PO PO (PO [PO [PD [FOL [ FO | Ps | PSO | P5 | PR
N N R N R E o w |1 12 |oi |2 03 | 04
o 3 = EIlE T e Bl -
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e v Rl REEREE R EEEEE I
Co4 00 - T S S T (N o il | e == T S [
Average |5 [Z [0 b0 IE P = 1= |= 0= |- [= =& R
o |5 [75]8 [0 |s (0 i
Course Content:
L (Hours'Week) T (Hours/Week) | P (Hours/Week) Total Hour/Week
4 ] 0 2 2
Content & Competency
Sr. No. Title

Knowledge)

Exploring one stream processing engine like storm or STREAM ete..(Cl:

bW
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2 Implementation of algorithms for example: VFDT, CVFDT. (C1; Knowledge)

3 Implementation of Clustering, {C1: Knowledge)

4 Implementation of Frequent pattern mining, (C1: Knowledge)

5 Exploring one CEP engine like ESPER or DROOLS. (C1: KEnowledge)

6 Exercise with continuous queries Logical operations on single stream. (C1;
Knowledge)

7 Exercise with continuops queries Logical operations on multiple streams. (C1:
Knowledge)

8 Exercise with contimuous guenes temporal operators on single stream. (C1-
Knowledge)

G Exercise with continuous queries temporal operators on multiple streams. (C1:
Knowledge)

10 Exercise with complex continuous querics with logical, relational & temporal
operators on multiple streams. (C1: Knowledge)
Faculty should add 10 to 15 more practical

Note:

Teaching - Learning Strategies and Contact Hours

Teaching - Learning Strategies Contact Hours

Lecture -

Practical 30
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Seminar/Journal Club

Small group discussion (SGD)

20

Self-directed learning (SDL) / Tutorial

Problem Based Learning (PBL)

10

Case/Project Based Learning (CBL)

Revizsion

Orthers If any:

Total Number of Contact Hours

Gl

Assesament Methods:

Formative

Summative

Multiple Choice Questions (MCQ)

Yiva-voce

Practical Examination & Viva-voce

Objective Structurcd Practical Examination
{OSFPE)

LImiversity Examination

Quiz

Seminars

Problem Based Learning (PBL)

Journal Club

Mapping of Assessment with COs

Mature of Assessment

cCol | COZ | CO3

Cuiz

VIVA

Assignment / Presentation

Limat test

Practical Log Book! Record Book

Mid-Semester Examination |

Mid-Semester Examination 2

P Y
%\ﬁ %0 \Y

T




University Examination o v v v

Feedback Process Student's Feedback

References: 1 Joao Gama, “Knowledge Discovery from Data Streams"”, CRC

Press 2010,

2. David Luckham, “The Power of Events: An Introduction o Complex
Event Processing in Distributed Enterprise Systems™, Addison

Wesley, 2002, r




